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ABSTRACT

Lane closures are used to facilitate activities relatedadconstruction and maintenance
operationsHowever, there are economic costs associated with lane cldlsatesy accrue to
both the traveling publiandt r af f i ¢ agencies. The Nebraska Go\
maximizing the effectiveness of lane closures as a prioritthédlebraska Deartment of
Transportation (NDOT)The goal of this project i® assist NDOin effectively manampg the
operations of work zonds maximize the effectiveness of lane closures under Nebraska
conditions

This report summazes the findingsvhile evaluatinghe current state of the practice in
work zone traffic control techniques, work zone traffic operation models and tools, and the value
of travel time economic analysihe latesand &" edition of the Highway Capacity Manual
(HCM6) has developed taaffic microsimulatiormethodology for modelingrork zones on
multilane highways and twiane highwaysHowever, this model was not calibratecider
Nebraska conditions.

The report presentscalibration methodology for both multilane highways and-tare
highwaylane closure cases. Emipal travel data was collected on theagtive work zonesTwo
were located on Interstate 88done was on Statdighway 30 in Nebraska. A traffic simulati
model, VISSIM, was used to model these test sites and calibrated to represent local conditions.
The calibration model was used to estimate work pagformance measuresch as average
gueue, delays, travel time, and capacitye model was tested to determine the sensitivity of
increag in traffic volume,percent of heavy vehicles, work zone lengths, and posted speeds for
over1460different scenarios. In addition stateof-the-science emission modeling software

recommendedly the US EPAMOtor Vehicle Emission Simulator (MOVES)as used to model
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the sensitivity of the vehiafeemission performance using the outcome of the calibrated work
zone models as a key input.

Theoutcome of the sensitivity analysissused tadevelop daneclosure cost
simulation modethatexamines the cost of changes in road user time, emisaih$uel cost
underall of thelane closure scenarioBhe model utilize changes in travel time, emissions of
various greenhouse gases (i.e., COQ, NOx, VOC) and fuel use (gasoline, diesel, CNG8E&
Ethanol) under lane closure scenariise e&onomic analysis develedestimates of time,
emissionsand fuel usé costs to simulate the increase in hourly road user costs associated with a
lane clsure.A working spreadsheet has been developed to assist NDOT engineers to estimate

the cost of lane closures for hundreds of closure scenarios.
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1 INTRODUCTION

Lane closures are used to facilitate activities related to constructionantknance/operations.

However, there are economic costs associated with lane closures and these may accrue to both

the traveling publi@ndtraffic agenciesWhile it is sometimes necessary to prohibit lane

closures during the day to alleviate traffiongestion, there are consequences of this decision

related to project delivery timelines, construction costs, and safety within the work zone. The
Nebraska Governoroés office has identified max
priority for the Nebraska Department of Transportation (NDOIe goal of this project i®

assist NDOTin effectively manampg the operations of work zon&s maximize the effectiveness

of lane closures under Nebraska conditions

Lane closure performances can beaated by traffic control techniques, lane closure
characteristics (e.g., length of lane closure, speed limit, atal)traffic characteristics (e.qg.,
volume, heavy vehicle). Therefore, accurate evaluation of critical performance measures (e.g.,
delay, capacity,costyk ey t o ef fi ci ent work zone manageme
The latest and'Bedition ofthe Highway Capacity Manual (HCM6) provides methodolotpes
estimate lane closure capacity reductions and delays related to waoidusoneconditions The
HCM6 methodology is based omacrosimulation modellt is critical to calibratehis model to

represent Nebraska conditions.
The specific objectivesf this research project identified by ND@fefour-fold:

1. Calibrate the2016 Highway Capacity Manualaodel to Nebraska conditions.

13



2. Use the calibrated modtd provide estimatesf @apacity reductiondelay
increases, and fuel usage increases related to various work zone/lane closure
conditions.Specifically, the following work zone/lane closw&ses arexamined:

i. Six-Lane DividedHighway: 3 lanegper direction 1 lane closed
ii. Six-Lane DividedHighway. 3 lanesper direction 2 lanes closed
iii. FourLane DividedHighway. 2 lanesper direction 1 lane closed
iv. Two-Lane Undivided)Highway: 1 lane closedusingflagging or traffic
signal operation)

3. Analyzeeach of the scenarios with respectlifferentlengtts of thework zone,
traffic volume,percentof trucks, speed limit, and time the work zomiél be active

4. Conduct a detailed economic analysis of the costs of delay, increased vehicle
operating costs, aratcident costs for vehicles traveling through lane clodores
each of the scenarios

This report presents the methods, findings, and recommendattiarsalyzing work
zone operationsn multilane highways and twlane highways$n NebraskaThe reporprovides
the analysis 01460differentscenario®f lane closure operations. There were 82énarios for
the 6lane case240scenarios in the-tane case, an@00 scenarios in the-lane caseThese
scenarios were made uptbe combinatiorof differentwork zone lengths, traffic volursat
varyingtruck percentagesandposted speexdThe simulation model was run withsgartuptime
of 15minutes so the model could reach equilibrium conditigfier the steadystate conditions
were reached the key performance metrics for each scerenéassumedNote that the
underlying assumptiowasthe traffic is moving normally with no incidents sgvere weathem

other words, the analysigaslimited to typical travel conditions within each of the facility tgpe

14



and scenariodNote the research was focused on traffic volumes under the work zone cdpacity.
the demand in a given scenario was ghehwork zone queues were continuously growing,(e.g.

oversaturated conditiongjen that scenario was discarded and not analyzed further.

The remaining part of the report is organized as foll@spter2 reviews the literature
on work zoneoperationsn multilane (e.g., 4ane and dane)and twelane highwaysThe
chapteralso includeshe state of practice of the economic analysis of the value of travel time.
Chapter3 presents a methodology fttrework zone simulation model. Theethodology is used
to develop, calibrate, and validate generic work zone models for multilane afahsvoases
under Nebraska conditionBhen,in Chapter 4the calibrated maels are used to undertake
sensitivity analyses of the performance of the wamke undef460different scenariosAlso, in
this chapterthe operational performance of the calibrated model is used as an input to a national
stateof-the-science emission modeling software (MOVES) to estimate vehicle emissions under
the givenscenams. Chapter 5 presents themne closure cost simulation modieatexamines the
cost of changes in road user time, emissiand fuel cost undatifferentlane closure scenarios.

The concluding remarks and recommendations are provided in Chapter 6.
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2 LITERATURE REVIEW OF THE CURRENT STATE OF PRACTICE

This section reviews the current state of the practice in work zone traffic control
techniques, work zone traffic operation models and tools, and the value of travel time economic
analysis. The aim is tensure thamo research relevant to this study is overlooked or duplicated

and to bridge some of the gaps in the literature

2.1  Work Zone Traffic Control Techniques

The traffic control technique deplegiat a work zone lane closure setup is ohthe key
factors that can impaetork zoneperformanced.g.,safety, delay, capacityJhe selection of a
particular technique is a function of the work zone characterigiasis,the type ofroadfacility
(urban or rural), the road category and the lane configuration (highway or freeway), the traffic
volume and composition, the construction activities within the work zone, etc. Consequently,
there are completely different techniques usedfaro-lane highvay compared to anultilane

freeway.Thefollowing subsections discuss the various traffic operation techniques.

2.11 Work Zone on Multilane Highways

Work zones are necessdoy maintaining and upgrading road infrastructure. However,
work zone | ane closures contravene drivers?o
thepotential for reakend collisions, especially on freeways. According to the US Federal
Highway Admninistration FHWA n.d), a total of 842 people were killed at work zones across
the US in 2019. This is an increase of 11% over the previous year. It is also important to note
that nearly a quarter of these fatalities involved-szat collsions (FARS 2019 Annual Report).
Therefore, for multilane highways or freeways where speeds are relatively high and there are

dynamic changes in traffic and work zone areas, it is very important to properly manage the

16
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controls before and within the workrees to balance safety and mobility (Ullman & Schroeder
2014). This objective is often achieved by using intelligent transportation system data collection

and analysis for redime actionable driver information.

A typical ITS setup involves the use of falle speed sensors and cameras integrated
with dynamic message signs. On freeways, there is often a dynamic queue detection system as
part of the ITS setup to alert approaching drivers of stopped ofmstmxing vehicles and avoid
rearend collisions (Pacha and Ostroff 2018). In 2015, the FHWA launched the intelligent
work zone initiative to assist state DOTSs to better manage work zones to improve safety and
mobility. Typically, the intelligent work zone applications serve a combination of the following

purposes:

1 Advanced queue detectigAQD)

1 Speed monitoring

1 Travel time display

I Incident detection and surveillance

=a

Overheight vehicle warning

A typical advanced queue detection sysi&®@D) designed and deployed by the
Nebraska Department of Transportat{®liDOT) is shown in Figur@.1 The system consists of

four components:

1 Nonintrusive speed detectors placed at or near the taper of the work zone,

17



1 Portable dynamic message sigR®MS)placed on both sides of the road a few
miles upstream of the work zen
1 A computer server with an analysis module for processinglgiiaed speed and
message algorithms, and
1 A wireless communication protocol (e.g., LTE) to transmit data.
SPEEDING FINES END
DOUBLED RDMJRK
WHEN WORKERS an
PRESENT aﬁu‘sﬂ
RAI-178-60 R'"ﬂs‘zﬁ“ ,,4 H-a0 GZO‘?B'“a
i [seEED m . spzm SPEED sps:n
Lot ,,20-55,;_43 LIMIT LIMIT LIMIT
N | XX H SF'EED
"H o : bouBLE "l] "G e boUBLE uf,'.'fsf[ ‘ vy
H Y : R2-1-48 ] Y, : ;;TL:B R2-1-48 R2-1-48
' W20-1G-48 . R2-1WZ-48 ! W20-5RF-48 L ow3- 5‘—4a 'RZ 1HZ-48 Rz-wltz-as R2- wz-qa RE-I 48
ST 0 SRR R ST B l e
DS OO S O N S S o S B S B
o ([ [ | . ([ i=->
110001000} | 1000711000 600/5005001/3;, L i : 1500, 500
PDMS 2 PDMS1 : :
= =<1 | TAPER FORMULA
Sensor 2 =] Sensor 1 >{]
. : L = S x W FOR SPEEDS OF 45 MPH OR MORE
LEGEND L= :—32 FOR SPEEDS OF 40 MPH OR LESS.
—X) FLASHING ARROW PANEL ~  SINGLE POSTED SIGN ERE:
== TYPE I BARRICADE ~  DOUBLE POSTED SIGN L = MINIMUM LENGTH OF TAPER.
. REFLECTURIIED PLASTIC DRUM D:: PDRTABLE TRAFFIC SPEED SENSOR S = NUMERICAL VALUE OF POSTED
@ REFLECTORIZED PLASTIC DRUM SPEED LIMIT PRIOR TO WORK.
OR 42" CONE E= PORTABLE DYNAMIC MESSAGE SIGN | W = WIDTH OF OFFSET (LANE WIDTH).

FigudBhe .|l ayout of the Nebraska AQD syst

The operation logic of the AQD system is the speed detectors obtain instantaneous
vehicle speeds and send them to the analysis module. The analysis module calculates a rolling
average speed in a givéme window (e.g., 3nin). Based on the speed condition, the system

identifies which predefined message should be displayed on the PDMS.

18



In Nebraska, freeway AQD systems are configurethabwhen the rolling average

speed at the work zone is estimated to b@ver than 25 mph, the upstream PDMS displays a

AStop traffic ahead, prepare to stopO0O message

di splays a ASlow traffic ahead, sl ow downo
PDMS displays fouasterisks at the corners of the board as default placeholders. It should be
noted the messages displayed on the PDMS follow MUTCD stand&aiifl§4 MUTCD 2009.

While the approach advocated in this paper is demonstrated using the NDOT AQD systems,

other workzone AQD systems could be used without a loss in generality.

It is important to note the ITS work zone setup requires substantial expenditure and
significant engineering efforts customized or projgetcified to achieve effective and reliable
results. Foexample, it cost Kansas DOT a total of $1.65 million (55% of the total construction
works budget) to setp anITS work zone for the construction of th8%/Homestead Lane

Interchange in Johnson County, Kansas (Bledsoe 2084).

Several state DOTs have deployed and evaluated the effectiveness of the intelligent work
zone setup for freeways. It has been foundtthalTS work zone system improved safety and

mobility. A sample of these evaluation results can be found in Rable

19
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2.1.2 Work Zoneon TwoLane Highways

Eval

Two-lane highways facilitatenobility for people and goods through rural and-gutean

locations, carryindpi-directional traffic movements witthe availability of one lane for each

direction. When one lane is closed for construction, the traffic fromdiotctions alternatively

shares the common open lane, which causes significant capacity reduction and increases travel

delays.
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2.1.2.1 Traffic Operation Techniques

The traffic movement in one open lane on{ane highways, often regardedasne
lane tweway (1L2W) operation, can be controlled using techniques that can be generally

grouped into four types, as described below.

Human flaggers,control traffic & each end of the oAane section using flags
generally showing stop or slow sgiHuman flaggers the most frequently used
method for 1L2Wbperations (Farid et al. 2018).tkfe onelane section is short and
the flagger can see both ends of the dioggtone flagger can be used. Otherwise,
two flaggers are needed at both ends of the work zone and should communicate
with each other (FHWA 2009). Fexample, usingheflag transfer method, the last
vehicle approaching the oth@ne section is asked to carry the flag to the flagger on
the otherend (Ohio MUTCD 20120hio TEM 2014)Importantfactors toconsider
whenchoosng the human flagger technique are topographygterof lane closure,
alignment, time of work (e.g., nighttime, or daytime), and work duration (short term
or long term)For example, the human flagger method is more likely to be applied
for shortduration operatios(e.g., several hours) thedaytime(Finley et al.

2014).

Automated flagger assistance devisdAFAD), are designed to perform similar
tasks as flaggers without needing them to stay near the traffic lanes. The AFAD
system typically includeagate arm that descends to the down position across the
approaching traffic lane when traffic is stoppeddtends to an upright position
when the traffic is allowed to procedeHWA MUTCD 2009).To improve the

conspicuity of the arm, a flag should also be added to the end of the gate arm.
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AFADs can be either STOP/SLOW paddles or RED/YELLOWsé&NAFADs are
commonly used fothesite for shorterm use with sufficient sight distance and
relatively short length otheclosure. The most common fact@@nsidered when
choosing AFADs include topography, length of the closure, sight distance, and

duration of work.

Pilot cars are used ithework zone to guide the queued vehiclethiaright

direction thraugh a 1L2W work zone. This technique is typically used for long
and/or complex ondane section work zoseo eliminate driver confusioaboutthe
complex situation and maintain the travel speed of vehicles within the work zone.
Note while the pilot cars aig operation, flaggers are needed to stay on both ends
of the work zone to monitor the arriving traffic to the dame section. The most
common factorsvhenconsideringhe pilot car method are sight distance and length

of the closure.

Portable traffic signal (PTS) regulatetraffic similar tothe conventional

signalized intersection but withnly two phases. The PTS system consists of
traditional traffic signal phases, i.e., red, yellow, and green, which can be
programmed to work aspretimed or actuad signal control system. The only
difference of the PTS is the duration of red clearance time will be longer as the
traffic from the opposite direction needs to be cleared before traffic can proceed
through the ondane section. The important factors cdesed for the selection of
PTS technique adoption afeelength ofthe closure, sight distance, topography,

and duration of work.
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Whereas the human flaggers, AFADs, pilot cars, and PTSs are mostly used for 1L.2W
work zone traffic operational control, arabination of these techniques or other assistive
techniques may be applied depending on the work zone conditions and the preference of the
concerned local agencies. For example, AFADs can be used in addition to the human flaggers if
1) vehicle queues extd beyond the advance warning sign or 2) the sight distance from the back

of the queue and the approaching vehicle is not sufficient.

In summarytheadvantages and disadvantagéthe applicationof the four echniques

(Farid et al. 2018Finley etal. 2014), as can be foumdError! Reference source not found.

Table 2.2 Potential Advantagesand Disadvantagesof Traffic Control Techniques

Techniques Advantages Disadvantages

Human Least expensive Safety concern for flaggers.

flagger Quick setup and removal time. Flagger fatigues and stress.
Handle irregular, emergency, or Personnel management can be
unprecedented situations problematic

AFAD Better driver response Potential for device malfunction
Quick setup and removal and need for maintenance
Flaggers do not expose to traffic - Training and expertise required
One can operate multiple devices: More expensive

pilot car Clear travel direction guidance Incur additional waiting time
multiple access points May resultin work zone
Safer for construction workers intrusion

Require additional personnel
PTS Better driver response Expensive

Suitable for longterm operation
No vehicleflagger conflict.
Save human effort

Potential for device malfunction
Long setup and removal time
Coordinate with roadside signal

The four traffic operation techniques are generally modeled using either flagger control

or signal conl, which is described below.
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1. Flagger control model

The flaggetrelated control techniques (e.g., human flagger, AFAD, pilot car) can
dynamically change the right of way with real traffic flow conditions. Therefore, the flagging
control is similar to aehicular actuated signal control in operationthe flagger control
operation, theight of way can be provided using three methods: 1) distance gap out(Washburn
et al. 2@8), which alters the right of way with a specific gap distance of approachingesI?)
prespecified queue length (Klaisy and Kerestes 2006), which alters the right of way after a
prespecified queue length is formed behind the-barpand 3) fixed green time (Zhu 2015),
which alters the right of way after a pgpecified time.n practice, a combination of these

methods may be used in determining the right of way under flagger control operation.

2. Signal control model

A 1L2W work zone under PTS control is similar to a{@lase signalized intersection in
operationTherefore, theignal control plan needs to determine the optimal green time and the
cycle length. HCM6 provides an equation for calculating the optimal gireeratthe 1L2W
work zone (Schoen et al. 2015; Zhu 20148.can be seeim Equation2.1, the optimal green

timeis a function of the work zone length.

C Tl TIo UG T
Q IO XYL ¢ TT TABIO YL P T Eq.2.1
@ Tt IO XL QT

wheregopt = optimal effective green time for one direction (s)

| =work zone length (ft)
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It should be noted there are a couple of drawbacks associated with the HCM6 optimal
green time model. First, the equation does not consider the effect of traffic d8wraodd, the
optimal green time is derived from a field study watWwork zone length of 800 feet. Therefore,
the use of the same signal timing for various ranges of traffic demand and work zone length may

not necessarily maximize the operational efficiency (e.g., reduce delay and/or increase capacity).

The classic préimed signal control models that can be adopted in determining the 1L2W
work zone signal control plan (i.e., cycle length, green tene)) Webster model, which adjusts
the lost time due to the work zone clearatiee (Webster 1958); and 2) Schonfeld model
which is originally a queuing theottyased model (Schonfeld 1999) arah be used farwork

zone signal timing plan.

These three traffic control models may be adopted in different traffic volume scenarios
(Hua et al. 2019)For a low or moderate volumiie flagger model and actuated signal control
model perform better thahe pretimed signal control models. The flagger control model with
optimized gapout distance performs better in minimizing stop delay and queue length under low
volume (less than Z0pcu/h/direction) or high volume (420 ~ 580 pcu/h/direction). The actuated
signal control model performs better in minimizing queue length under moderate volume (220 ~
400 pcu/h/direction). For a higlolume scenario where ptened signal control may be

appropriatethe Webster model outperforms the Schonfeld model for vehicle throughput.

2.1.2.2 Traffic Control Practices

In a survey of the 1L2W operation techniqoesarural highway conducted by Farid et
al. (2018), itwas found that thirbgeven stat®OTs use the human flagger control frequently or
exclusively, making it the most used traffic control technique. Comparatively, the PTS and the

pilot car are less used, and the AFAD is the least used method among the four operation
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techniquesnentioned bire. Error! Reference source not found.3 summarizedhe traffic

control practices when adoptingfferent techniqgues among State DOTSs.

Tabl3Irh2e. 1Tr2aM fi ¢ ControlStRMG@kst i ces Among
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t he | ast
Nevada a platoor
than 300
(2017) not enter
zone
Plogggialro for night
ni ghttim operatior
Oregonoperatio approachl
(2016)Iength S vehicles
sighk dib one flagg
ADT > 40 to anot he
t he nriend al
gg_rllnsyz/ cl earance
( 12 to 45 ¢
all ow si
fl agger
Virginadequateal |l ow AFACL
(2015)di stanceADT < 12, C
traffic
500 vph

In addition, Minnesota, Florida, VirginiandKansasallow the use o&single flagger for

two AFADs under many conditions such as unobstructed view of the ARKDbstructed view

of approaching traffic from both directioreydthef | agger 6 s

AFADs 0O

ndi cator s.

ability t

o

State DOTs may have their own criteria to select traffic control methods, which may

include the maximum length of the closumgaximum vehicle delay, traffic volume, and speed

(Farid et al. 2018)in gereral, the human flagger is used in short lane clesurgile the pilot car

is used in longer lane closuwrasesTable 2.4lists examples of State DOTs allowitige
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maximum length of the lane closure when applying the appropriate traffic operation control

techniques in the 1L2W work zone.

Tabl4&Ex2ampf eMaxi mum Lane ClllLo2Wrae fLen gdtom tfroorl s

Traffic Control Maximum lane closure length (additional
Technique conditions in parentheses) Example DOTs
2000 feet, 100 feet (single flagger) lowa
500 feet (single flagger) Minnesota
3 miles (along with PTSs) Missouri
Human flagger 2000 feet Ohio
1 mile Oregon
2 miles, 200 feet (single flagger) South Carolina
1 mile (flag transfer) Virginia
800 feet Florida
0.5 miles Missouri
2 miles South Carolina
AFADs 800 feet Virginia
800 feet Washington
960 feet, 1340 feet (< 3 days) lowa
PTSs 1000 feet Oregon
1500 feet Washington
2.5 miles (ADT < 2500)
2 miles (ADT: 250685000) lowa
1.5 miles (ADT > 5000)
Pilot car 3 to 5 miles Oregon
4 miles Pennsylvania

Maximum vehicle delays may vary from 5 to 30 minutes based on traffic control
techniques anthe preference of different DOTs. For example, tfeg pilot car control
technique, lowa and Nevada DOTs allow a maximum vehicle delay of 15 and 30 minutes,
respectively. Undethe human flagger technique, South Carolina DOT allawsaximum delay
of 5 minuteswhen work zone length isss than 4dmile, 7.5 mindes for work zone length from 1

to 2 miles, and 20 minutes in case side raadgresentithin the work zone.
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Even though human flaggearerequiredto wearhightvisibility safety apparel andre
expected to position themselves with utmost safety agxhption, crashes involving human
flaggers still occur which can resudtserious injury Finley et al. 201p Flaggeréfatigue and
stress are common issues, which are generally addressed by rotating flagger personnel
throughout the duration of work adties. To provide safetio human flaggesin thework zone
various devices such as portable rumble strips, and portable changeable message signs have been
used (Farid et al. 2018). Thedevices intend to warn driveof the work zone ahead and
preparehem f or a possible stop. AFADs can al so in
allowingthemtostayf ar from traffic exposures. I n addi t |
replacing flaggers wita PTS system. The PTSs have several advantages stiehsadety of
the human flagger, increased workforce productivity, better communicatiomwitirists and

long-term nighttime projects (Carlson et al. 2015; Daniels et al. 2000;CD 2009).

2.2  Work Zone Traffic Operation Models and Tools

Safety, @lay, andcapacity are the most importamaffic performance measureasa
work zone lane closurecaseane cl osures contravene drivers?o
safety concerns e.ghe potential for reakend collisionsespecially on freeway#. closures are
not properly managed, they may drastically reduce roadway capacity and increase vehicle delays.
In the case athetwo-lane work zone, these performance measures become more critical as both
directiors of traffic use a single lana turns Consequently, effective traffic contr@chniques

attwo-lanework zone are crucialto reduce excessive delays and impreafety anctapacity

Work zonetraffic control strategies can be modeled usinigterministic approach (e.g.,
applying equations arglspreadsheet) @stochastic approach (e.ggng a traffic

microsimulationmode). Variables that may impact the performance of the traffic control
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techniques include workone lengththe speed athework zone, traffic volumes, et@ne of the
goals of this research is teodel andstudy the impact of these variables on work zone

performance under Nebraska conditions.
2.21 HCMG6 Freeway/Multilane Highway Work Zone Model

Thelatest and 8 edition of the Highway Capacity ManugédCM6) listed five factors
that influence the work zone capacity of a freeway/multilane highway. These factors include the
lane configuration (e.g., a reduction from 2 lanes to 1 lane or 3 lanes to 2 hané$)rsoft
barrier type (e.g., concrete or cone), area type (e.g., urban or rural), lighting conditions (day or
night), and lateral distance-(® ft). Based orthese variables, the HCM&timates the work
zone capacityd) by adjusting theveragegueue dischae flow rate(0 ‘O Yusing Equationg.2

and2.3formulated in theNCHRP Report 03.07.

DO0YCmMwpX® &Q pue PpWR UL W Eq2.
p utO'Y Eq2.
p T |

Where
"Q = areatype; urban =0, rural=1

"Q = lateral distance from the nearest open lane to the work zone

"Q = lane closure severity index

"Q = barrier type; concrete = 0, cone, barricade = 1, and
"Q = day or night; day 0, night =1
| XPO6@mpo

The HCM6 methodology includes both shtatm and longerm capacity estimation

methods. The difference between short and-kemng work zones comes from the duration and
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barrierseparation type. The capacities of ledegm work zones are often higher than sienn
work zones as the portable concrete barriers provide better sep#nan plastic barriers and
regular drivers become familiar with lottgrm work zones. The shetdrm method suggests a
base capacity of 1,600 pc/h/In. The letlegm method varies from state to state as well as the
configuration (number of lanes open mally to number of lanes open at work zone). Thedong
term work zone capacity values provided by HCM6 can be foumdhbie 2.5More detailed
information can be found in the NCHRP Ref8t107 and the HCM®6.

Tabl®CaZp.aofiLtowlger m Constroot Foeewaywe and Mul til
(Source: -IEX,hi6GCM 10

Capacity by Lane Closure Configuration (normal - reduced), pc/h/in

State

2-1 3-2 3-1 4-3 4-2 4-1

TX 1,340 1,170

NC 1,690 1,640

CT 1,500-1,800 1,500-1,800

MO 1,240 1,430 960 1,480 1,420

NV 1,375-1,400 1,375-1,400

OR 1,400-1,600 1,400-1,600

SC 950 950

WA 1,350 1,450

Wi 1,560-1,900 1,600-2,000 1,800-2,100

FL 1,800 1,800

VA 1,300 1,300 1,300 1,300 1,300 1,300

1A 1,400-1,600 1,400-1,600 1,400-1,600 1,400-1,600 1,400-1,600 1,400-1,600

MA 1,340 1,490 1,170 1,520 1,480 1,170
Default 1,400 1,450 1,450 1,500 1,450 1,350

2.22 HCM6 Two-Lane Highway Work Zone Model

Thelatest and 8 edition of the Highway Capacity ManuagdCM6) has developed a
methodology for modelingvo-lane work zong. TheHCM®6 incorporatec two-lane work zone
methodology, which is derived from Proj@€HRP03-107 (Schoen et al. 2015 he project
included six work zone sites, with work zone lersgdmging from 800 feet ttwo miles, for the

data collection in Washington.
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The work zone sites had their traffic controlledafiagger, PTSs, andpilot car. The
travel speed of vehicles within the work zone was measured to develop the averagpdeel
(ATS) model. The model required estimation of basefl@e speed (BFFS) which was
estimated by regression analysis as a functighegbosted norwork zone speed limit. Among
the six sites, three sites (lengthclosure ranging from 800 to 1608et) were used to develop

the model where flagger and PTS traffic control techniques were used.

A VISSIM simulation model was developed and calibrated using field dataain@0
ft work zone site operated Iiyeflagger control method. A mathematicabdel was developed
based on the calibrated VISSIM model that can calcthateapacity and vehicle delay of two
lane highway work zones under the-gireed signal controdtrategy (Zhu 2015). It wdsund
that the mathematical model was able to reprodietsy with mean absolute prediction errors
betweeroneto threepercentThe flagger control and fixetime signal control were studied and
compared. It was found that at low traffic demamelflagger control method works better. For a
work zone site stiied in the research, flagger control produced 10 to 20 percent lower vehicle

delay.

Figure2.2shows the HCM@&nalytical method fothetwo-lane highway work zone
model.As seen, the HCM6 procedure for thame highways tesix key steps. The first step is
to obtain traffic informationioadway geometric condition, and work zone ddthe next step is
to estimate thaverage travel speed within the work zonis @n be estimated usirige non
work zone posted speed linaihd considering speed adjustment factors for work zone lane and
shoulder widththe number of access poswithin the work zone, anthe percentage aheno-

passing zone.
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Step 3 is to estimate the saturation flow ratés model uses 1.89 seconds olisaiion
headway, which is further adjusted by travel sp&&dtgon et al. 20)5The adjustment
considers no change of base saturation headway if the travel speed is over 45 mph. However, for

travel speed under 45 mph, the base saturation headway isddjydtavel speed.

Step 1. Data Assemble
:Traffic information, Geometric configuration, Work zone data

[

[ Step 2. Estimate Average Travel Speed (ATS) ]

I

[ Step 3. Estimate Saturation Flow Rate (s) ]

A N\

[ Step 4a. Find Optimum effective green time (gqpt pom) ] [ Step 4b. Find Minimum effective green time (guin pem) ]

|

YES NO
gu-pt_hun = gmin_hcm

Select gnpt_llcm

[ Step 5. Calculate Capacity (c) ]

[ Step 6. Estimate Delay (d) and Maximum Queue Length (Qy,..) ]

Figul®Bhe. . HCM6 framework for 1L2W work zone | ar

Step 4.Estimation of effective green time Thisis one of the most important factors of
capacity and control delay. Fireflagger control method, under balanced directional demand
conditions, the HCM6 providen effective optimal green time equation where the work zone
length is the only input. The HCl@ alsohas a minimum green time equation in case the optimal

green time is shorter than the minimum green time.
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Step 5.Capacity estimation for both traffic directions. Capacity is the function of
selected effective green time, saturation flow rate, and cycle length. The effective green time is
selected from step 4 after the minimum effective green time requirement is fulfilled. The cycle
length utilizes the work zanlength and ATS information to calculate the clearance tirtteeof
work zone for both directions. The saturation flow rate is faartep 3. This capacity model is

analogous to signalized intersection capacity determination techniques.

Step 6.Estimation of control delay and maximum queue lengthThe directional
control delay is the summation of the uniform delay and incremental delay. The maximum queue
length is estimated using the traffic demaridarance timdost times, and effective green time
HCMG6 provides an equation for calculating the optimal gtaeae at 1L2W work zoreas

discussed in Section 2.1 equation Sthoen et al. 2015; Zhu 2015).

When researching the HCM6 methodology on lane closuresr&taenes, a few

drawbacks were found.

1. The HCM simulation model us@s% truck percentage. Howevéne observed
percent of heavy vehicles under Nebraska conditianged from 25%0 35%.

2. To incorporate the impact of truskHCM uses PCE which is based atwo-lane
highway; not under work zone conditions.

3. The HCM assumes a saturation headway of 1.89 seconds, whereas the
preliminaryfield observations ranged from 3.5 to 4.5 seconds.

4. The work zone travel speed, on averagaes ®0% to 30% slower than the HCM

prediction.
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5. The HCM®6 optimal green time model does not consider the effect of traffic
demandThe optimal green time is derived from a field study waithiork zone
length of 800 feet. Thereforthe use of the sansgnal timing for various ranges
of traffic demand and work zone lengthay not necessarily maximize the
operational efficiency (e.g., reduce delay and/or increase capacity). The classic
pretimed signal control models that can be adopted in determinéngLt2\W
work zone signal control plan (i.e., cycle length, green time)idel) Webster
model, which adjusts the lost time due to the work zone clearance time (Webster
1958); and 2) Schonfeld model, which is originally a queuing thbasgd model
(Schorield 1999) and can be used fowork zone signal timing plan. These three
traffic control models may be adopted in different traffic volume scenarios (Hua
et al. 2019). For a low or moderate volume, the flagger model and actuated signal
control model pedrm better than the pitemed signal control models. The
flagger control model with optimized gayut distance performs better in
minimizing stop delay and queue length under low volume (less than 200
pcu/h/direction) or high volume (420 ~ 580 pcu/h/di@tt The actuated signal
control model performs better in minimizing queue length under moderate volume
(220 ~ 400 pcu/h/direction). For a highlume scenario where ptened signal
control may be appropriattne Webster model outperforms the Schonfelddel

for vehicle throughput.

2.2.3 Work Zone Simulation Models

When field measurements of work zone performance measures for various traffic

conditiors are not feasible, oftemsimulation model is used to condactalternative analysis.
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Simulation studies are beneficial to represent the stochastic nature of traffic f@aneclkaorld
situation. Itis worth noting that, even though microsimulation models have been extensively
applied for transportatierelated stus, it has not been widely usediire case of twelane

work zone conditios

With thehelp of simulation, vehicle delays, queue lengths, and capacity are typically
modeled as a measure of the #lane work zone performan¢€assidy and Han 1993)sing
VISSIM, one of the most used microsimulation todlsy modeled a flaggerontrolled twelane
work zone (2015)A 300 feet gagout distance (i.e 300 feet sensor) was used to imitate the
flagger behavior. The findings from the field calibrated VISSIM nhadled to develop an
analytical work zone model capable of estimating performance measures such as capacity,
control delay, and average queue lengitother work conducted by Hua et al. uskeeVISSIM
simulation model to estimate performance measures such as average delay, queue length, and

throughput under different signal conttethniques (Hua et al. 2019).

The impactof thework zone orthe capacity foralane closure oatwo-lane highway
may also be simulated using FlagSim (Washburn et al. 2088}:lagSim simulation model
used ggapout distance with a maximum green time of 300 seconds to imitate the distance gap
method. Three flagging operations can be simulated: distance gap nmeéxitium queue
length method, and fixeimed method. Field data with a wide range of traffic conditions and
impacts of grade angsed (Watson et al. 2015) ¢alibrate the model’he FlagSim generated
work zone traffic flow datareused to develop analgal models to calculate work zone travel
speed, saturation flow rate, queue delay, and queue length. A common guideline of using

microsimulation tools can significantly compendatethe underlying shortcomings.
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Theguidelines forapplying traffic microsimulationmodelingsoftwareprovide
approachefor developing and applying the microsimulation model to transportation analysis
problems(Wunderlichet al.2019) The overall goal of this guideline is to encourage
comprehensive experimental deslgased on varying travel conditgmather than usingn
ARaverageo day. More emphasis has been put on
from field observationThis process is considered in the calibration process adopted in this
report.Among different criteria of applyindifferentmicrosimulation software, the calibration
can be considered the most crucial task for the analysis being trustworthy and reliable.-The two
lane work zone can be modeled as a-plhase signalized intersectionsimulation considering
two critical asped 1) modeling of clearance interval without vehicular conflict, and 2)
modeling oftheright of wayallocation technique similar to field observatidime NCHRP
(Project03-106) report providea guidelinefor two-lane work zone calibration using VISSIM
(Zhu 2015; Schoen et al. 2015). Calibration data typi¢allglve speed, headway, travel time,

average cycle length, and average stop time.

2.2.4 Work ZoneModel Optimization

Optimization technigueareapplied to work zone models @alance the tradeff
between delay and operation cstypical optimization techniques may comparecgheueing
delay modebnd user/agency cost model to fihe optimal strategy. These techniques often
require accuratdaa collection before the model applicatifuang and Shi 2008y.ariables

that can be optimized incled

(1) work zone length;a shorter length of work zone decreases the delay while inwgyehs

operational cost. Capacity can be increased with relatively shorter work zone length in the
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case ofnoderate to high traffic demand (Ceder 2000; Schonfeld and Chien888;and
Schonfeld 2007Zhu 2015).

(2) speed;an increase in travel speed decredlsegproject cost (Chien et al. 2002). A higher
travel speed within the work zone also increases the cafzhiny2015).

(3) traffic flow/headway; higher headways cause the traffic flbtsvexceedvork zone capacity
(Huang and Shi 2008). Typically, high trafflow is associated with adversely impacting the
work zone performance measures.

(4) cycle length;a longer cycle length increases the delay cost while déngahs operational
cost (Schonfeld an@hien 1999). Whilelonger cycle length maycrease delay, a shorter
cycle length may cause occasional cycle failure and aggressive driving behavior.

(5) control type; to maximize the work zone operatidrgffic signal assignment should be
based oractual traffic demands (Zhu 2019he actuated traff signalsmaximize the green
phases to leverage traffic demand from both directions, which mary &ppropriate
replacementor the flagger control metho@on 1999Shibuya et al. 195).

(6) work zone duration/start and end time;the optimal work zone durations and schedules
vary dramatically with different inpygarameterg¢Chien et al. 2002)rhus highway
agencies neetb consider maintenance breaks versus uninterrupted work when scheduling

work zone activities and the tradebftween the agency costs and the user.costs

2.2.5 Work Zone Traffic Analysis Tools

Optimization techniqueare applied to work zone modeldbadance the tradeff
between delay and operation &slypical optimization techniques may comparegheueing

delay modebnd user/agency cast
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Traffic analysis tools help to strategize priostarting avork zone ando monitor the
work zone performance. Theolshelpthe practitioner to estimate thraobility impacts of the
work zone, which are crucial for assessments of factors such as safety, economic, and other work
zonerelated impacts (Hardy and Wunderlich 2008). Analysis tools associated with mobility
impacts and road user costs canaspreagdheetbased HCM method (FHWA WZ RUC 2011;

Ellis et al. 1997).

Most of these spreadshdssed tools are developed based on HCM methodologies or
adaptthe partial application of it. These tools mainly use traffic demand data and capacity to
estimate the molity impact, and they are often used theearly stages of a project as the tools
often adapt simplistic approach. Below are some of the most popular too&nalyzingwork

zoneimpacts @ mobility and user cost.

WorkZoneQPro is a work zonesoftware used for performance measi\fesg., capacity,
speed, queue length) and user cost for lane closure cases for freeway-tretwork

zones. For twalane highway lane closure, delay and queue length are computed based on
theHCM6 methodology. However, the signal timing is not basedtbe HCM®6
recommendation. Furthermore, travel speed estimations are not based on HCM6, as
WorkZoneQPro considers the effects of work intensity and the speed control techniques
while estimaihg the travel speed. Thressurces have been reported to form the user cost
estimation: 1) FHWA Report on work zone road user costs, 2) American Transportation
Research Institute Report, and 3) State DOTs default values.

QUEWZis a work zone road user cost estimation softwareusetl for freewayand
wasoriginally developed for Texas DOT (QUEWEB). The QUEWZ estimates costs for

three segments of a freeway work zongh&work zone itself (a freeway segment with
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reduced capacity due to lane closures), 2) spbadge areas where velgisldecelerate
to and accelerate from the work zoaed3) a queueing area upstream from the work
zone,wher¢# e hi cl es queue when incoming traffic
capacity (shimaru and Hallenbeck 2019).
QuickZoneis a sketchplanning tool developed by FHWA. QuickZone can estimate
travel delay time, queuing, and delay costs per vehicle hour for roadway segments under
thework zone and fothe alternative segment. This tool usedeterministic delay
estimationalgorithmto estimate traffic delays and queuing. While the interface is simple
and easier to use, it may require more time and effort than similar spreduostegtools
(FHWA WZ RUC 2011; Edara 2006).
CA4PRS(Construction Analysis for Pavement Rehabilitatiorat&tygie3, is a decision
support tool for transportaticagencieshathelps to select effective and economical
strategies for highway maintenance and rehabilitation projects (CA4PRS Software
FHWA, 2019). Thesoftware has three interactive analytical modulg a schedirg
module to calculate project duration, 2) a traffic module to quantify the impact (e.g.,
delay) of work zone lane closures on the traveling public, and 3) a cost module to
estimate total project costs.
It has been shown that applying odigterministic approacheas shown in most of the
abovementioned tools, always ressih underestimating work zone delayzhfjen et al2002.
For exampleChitturi and BenekohalQ04 comparedhe output of QUEWZ and QuickZone
with observed data from freeway warkines.The authorseported thatvhen there is queuing
QUEWZ overestimated capaciyd when there are no queuespacity isunderestimated.

QUEWZ also underestimated the observed average queue length and overestuactgd
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speedFor QuickZonethe authors reported thatieue lengtlandtotal delaywere generally
underestimated.

There have been sevevabrk zone evaluatiomethodologieproposedn the literature.
One such typical example that NDOT usually referis the work zone queue length and delay
methodology proposed by Chiturri and Benekohal (20M0¢. authors presented a methodology
that can be used to quantify the mobility impactbgsidering the effects of cars and heavy
vehicles speeds and delageparatelyThe impact of the vehicle types speed variation is used
to compute the capacity of the work zone at operating speeds fromfepeedrves. Then the
work zonequeue lengtlanddelay (both moving delay argieue delayare computed from the
speed and capacity estimatkss important to note that deterministic procedure e.gn input
output analysis is used &stimatehework zonequeuedelay, and the moving delay somputed
from delaybased passenger car equivalent values for work zAises.the methodology might
underestimate delays for ndaneakdown conditionsdzause the authors assumed tbaho
flow breakdown conditiongehicles will maintairspeed at the gtream of the lane closure zone,
which isatypical.
2.3 The Value of Travel Time

The value of travel time (VTT) is one of the most important conceptions in transport
economics and its estimation has been the topic of extensive academic and appliedsvork. It
widely used in transport policy analysis, such as4sigged rail construction, congestion costs,
quality improvements to local bus service and Hutdran train services, and infrastructure
improvements. It is also used in composageneralized codbr use in forecasting travel

demand. There is an agreement that the practice of most govermrentaintain a standard
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VTT, which applies to all amounts of time, even if these could clearly be labeled as gains or

losses.

The value of travel timéor a particular individual may vary significantly based on some

characteristics:

1 Thecharacteristicef thetraveler(e.g.,incomelevel).

1 Thepurposeandtypeof trip (e.g.,commuting personalrecreationor business
related).

1 Travelconditions (e.g.raffic congestioror poorweather).

1 Thetransportatioomode(e.qg.,bus,car,or walk).

1 Thetime of trip (e.g.,goinghomeat theendof thedayversus goindo
work inthemorning).

1 Thelengthof travel(e.g.,long or shortdistance).

1 Thelocation(intercity/interstatezersudocal trips or urban/rural).

The widely used theory of time allocation and how the value of travel time is estimated
isoften referenced to Becker (cbvé&téd)intombney Bec ker
by assigning less time to consumption and more time to work, which deseciinomic
decisionaunder limited time allocation. Therefore, the first concept of the VTT was that
consumption has t@me costof notearningmoney(Jiang2004). Different researchers
employeddifferentapproaches for estimating the value of travel time. The first approach
involved the developmemtf a regression model to explain variations in the valuigme
estimates across studies daraction of importahvariables, such as journey purpose, mode

used and mode valued, typedafta, GDP,anddistance Waters(1995)analyzedan
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internationalcomparisorof valuesof time.

However,a problem witlthis methods thatcollectedvariabledatacannot possibly
coverall sources of variation in the value of time; for example, researchers cannot control
different income levels across studies, nor different sample selection strateggesral, and
theestimated/aluesof time maybeafunctionof thesizeor signof thetime variationinvolved.
However, the variables about which researchers have collected information are expected to
represent the principal influences on the value of time, and it is assumed that the net effect of
unexplained variation in the value of time is randomly distributed across studies and is
accountedor by theregression model's error term.

Foreachvalueof-time estimatecorrespondingnformationwascollectedabouttheyear
and quarteof data colledbn and associated GDP and R&&imple sizedistance and whether
thejourneyscouldbeclassifiedasurban,suburbanor inter-urban thetype of datausedin
estimation, journepurposethechoicecontext themodeusedandthemodevalued the
location thepurpose othe studyandthe means of presenting. Researchers conducted the
national value of time studi@s manycountries (UK, Sweden, Finland, Franetc.)
considered the experimental data collectivethods such as stated preferesakresults
based on conventional revealed preferene¢thod. Wardman (1987) conducted an empirical
study using stated preference datdetermine thelistribution of individual values of time.
Ahsen et al(2002), Richardson (2004), Antoniouatt(2007), Tseng and Verhoef (2008)
and Xumei et al(2011) also employedstated preferencapproactor estimating VOT.

Therearetwo otherapproaches thevaluationof traveltime:revealegreferencéRP),
based ombservation of alternative travdiaices involving different costs; and stated

preference (SPhasedn hypotheticachoicesmadeby individualsof routesandmodesagain
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involving different costsusing market research type techniques. Me(R&17) concludes
that there seems to beaameement in the literature that RP is more appropriate to evaluate
willing -to-pay (WTP) forexisting links while SP is more useful when evaluating hypothetical
choice alternatives (such tieentryof acompetior or newproducton certainroutes)of
existingor newlinks with significant changem the levels of service and fares which are not
observed in real markets. David M¢RD08) finds the RP valuations to be significantly larger
than the SP valuations for both businasdnonbusinesdrips.

Consideringhevalueof traveltimeis calculatedbasedndifferentanglesthe summary
of themain measurememtethodss in Table2.6.

Tabl&ThMaiMeasur ement of the Value of

Measurement Description Authors
Treat the value of travel time Athira et al (2014), Small et
Income asan increasing function of al. (1999),Mark Wardmanet
incomelevels al. (2016)
Value of travel time is equal LasminiAmbarwatietal.
GDP to the ratio of GDP per capita (2017),Weibin Kou et al.

andvorkingtime percapita  (2017),MarkW. etal. (2016)
Revealed preference (RP), David Metz(2008),

basedn observatiorof Brownstoneand Small (2005),
alternativéravelchoices Fezzi(2004)
involving differentcosts

Regressiomstimation Ahsen et al (2002),

Stated preference (SP), bast Richardsor(2004) Antoniou

onhypotheticachoicesmade et al (2007),Tseng and

by individuals of routes and Verhoef(2008)andXumei et

modesagaininvolving al (2011), Algers eal

differentcosts (1998),Kouwenhoven
(2018),Calfee(1998)

2.3.1 TheSize andSign of theValue ofTravel Time
With regard to theory, the value of time will vary with the size and sign of the time

variation iftheutility functionis nonlinearwith respecto time. In additionto constrainton
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thetransferability of time and rescheduling activities, the value of travel time can theoretically
be definedasthe opportunitycostof travelminusthedirectutility from spendingime during

the trip(Kouwenhover2018).In this context,incomeis importart in calculatingthe monetary

value oftravel time. The value of travel timgoften reported as a percentager@hourly

wage tofacilitate comparisomcross different studies. Johnson (1966) expéima the

reason why the value abnwork time equals thevagerateis theabsencef work timein the

utility function.

In many papers, the official appraisal practice in many countries increases values of
time directly in line with income. Athira et al2014) reveal that income and trip lengtls ha
substantiainfluenceon thevalueof traveltime. As incomeincreasesyOT alsoincreases.
However, Smaletal. (1999)andMVA Consultancyetal. (1994)haveconcludedsuch
reportingdoes noimplicitly assume a relationship betwebevalue of time and income
throughthe surveys thegonductedin addition,Mark Wardmaretal. (2016)provideawealth
of crosssectionakvidence indicatinghe incomeelasticityis somewhatessthanoneand
there idack of convincingsupport fothe conventiorthattreas VTT ashourlytime. They
developed modelto measurd/TT via percapita grosslomesticproduct (GDP) basedon
purchasingpower parity (PPP)exchangerates (GDP_PPPWeibin Kou etal. (2017)think
VOT couldbecalculatedoy partialof thetraveltimechangeandtravelcostchangeLasmini
Ambarwatietal. (2017)think thevalueof traveltimeis equalto the ratio of GDP per capita to
working time per capita. Algers (1998) assumes the cdsawélequaldaborincome.Shires
(2009)estimatesnincomeelasticityof about0.5for business traveD.7 forcommuting and

0.5 for othempassengetransport.
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2.3.2 Gap between WTP and WTA Measures of Value of Travel Time

Some scholars analyze the value of travel time from the angle of WTP and WTA. As the
normal definition, willingness to pay (WTP) is the maximum amount of money a consumer (a
buyer)iswilling to sacrificeto purchasegood/servicer avoidsomethingundesirableln
contrast, wilingness o accept (WTA) is the mini mum monet a
accepto sellagoodor service or to bearanegativeexternality.ln aHicksianframework
equivalentossis associated with willingness pay (WTP) and equivalent gain is associated
with willingnessto accept (WTA). The gap between equivalent loss and equivalent gain is
explained by incomeffect (Willig 1976).Whenevaluatingc 0 n s u cheigeshbe&iween
different transportatioalternativesthevalueof time is afundamentatonceptThevalueof
timeis calculateds atradeoff ratio of the time coefficient to the cost coefficient. VTT depends
onseveral parameters amdriesfrom countryto country,industryto industry,andevenfrom
individualto individual.Becker(1965)is probably the first to introduce the allocation of time
over various activities in th@nalysis of consumdrehavior, thus offering the micconomic
framework needed to establigte shadowpriceof time savings.

SomescholargeporttherearegapshetweenVTP andWTA in previousstudies

(Ramjerdet al. 1997 Algers et al. 1998Hultkrantzand Mortazavi 2001). However, these
studies daotaddresshenatureof thesegaps De BorgerandFosgerai{2006)recently
examinethenature otthe gaps between WTP and WTA measurdb@balue of time by using
thetheory ofreferencedependenpreferencesyhichis thefirst studythataddressethenature
of WTPI WTA disparitiesn thevalueof time (FaridehRamjerdietal. 2007).Hanemann
(1991)offersanalternativeexplanatiorandsuggestshelargegapbetweerequivalentoss(EL)

andequivalengain(EG), anchence WTP and WTA, can be explained by income and
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substitution effects. Zhao and Klifi$§998) look into real options for explaining the gap. They
suggest that observed WTA and WdiRerge from equivalenbks and equivalent gain can be
explained by commitment costs. Usidgtacollectedfor the 1994 Swedishvalueof Time
Study,FaridehRamjerdiet al. (2007)examine theevidenceon the WTP and WTA gapin

the SwedishValue of Time and explainedWTA estimationis usually biggethan WTP.

2.3.3 The Value of Travel Time Savings

Someresearchersstimate/TT viaVTTS (valueof traveltimesavings)VTTS canbe
defined aghewillingnessto payfor time reallocationbetweertwo alternativeactivities(Huq,
2007).The VTTSis usuallyderivedasthe marginal rate afubstitutionbetweertravel time
andcostcoefficients, typically as found in discretboice models of statgareference data,
revealedpreference data, or a combination of th@sg., Small et al. 2005). Jiang (2004)
interprets th&/TTS asconsistingof thevalueof re-assigningime tootheractivities,aswell as
thevalueof the directchange in the utility of travel. Therefore, the VTTS is relevant to the
following factors: 1)alternative uses of the saved time to other activities, 2) travel
environments, and 3) individuabcioeconomienvironmentsBut AndrewDaly (2019)thought
VTTS is misleadingn estimating VTTsincethatunlike money, timecannotbe storedor

borrowed.

2.3.4 Metaanalysis in Value of Travel Time

Many scholars employ metmnalysis in transport research trying to go beyond
traditionalliteraturereviewsthatjustlist findingsof previouspapersespeciallyin recentyears.
Shireg(2009) definesnetaanalysis as the statistical analysis of analyses. A number, usually
large, of previousesearch studies is analyzed using statistical methods. Button (1993Puses

observations anexplained the VTTS from travel purpose, moaled country group in a linear
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regression. Nonef thesevariables emerged as statistically significant, which may result from
the small sample sizRietveld(2000)carriesoutaregressiomnalysido applymetaanalysito
explainpriceelasticities otransport demand (various modes). Wardman (2004) performs a
regression analysexplaining thenatural logarithm of the VTTS, which obtained many
significant coefficients (travelygpose mode,distanceclass,GDP, statedversusrevealed
preference)Shires(2009)conductsaaninternational metanalysisof thevalue oftravel time
andfinds significant effectdor purposgbusiness, commuting). Comparisons with existing
literature suggest that the results derifredn themetaanalysis might prove a useful tool for
the estimation ofhevalue of travel time where it isot possibleto estimatet by direct

methods.
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3 WORK ZO NE SIMULATION MODEL DEVELOPMENT FOR

NEBRASKA

The stateof-the-artliterature reviewpresented in Chapters 2 and 3 on work zone traffic control

techniques and the existing traffic operation analysis models and tools show that:

1 The most common practi¢er atwo-lane highwaywork zone operation control is
the human flagger technique, with or without the help of a pilot car. Human flagger
operation is mostly based on the concept of the actuated signal control technique and
thuscan bemodeled astwo-phase aiation traffic controlising microsimulation

1 Intelligent or smart work zone systems are used to control freeways or multilane
highway work zones and to provide riahe actionable information to approaching
drivers. The automatic queue detection system is one type of smart work zone setup
that hadeenpromoted by the FHWA because it has been shown to successfully
reduce the average travel speedsthed variations Therefore, multilane work
zones can be modeled by mimicking vehicle speed reductions using microsimulation

1 However, gmulation guidelires forwork zonemodel calibration are not adequately
addressed. Additionally, the recommendation of many existing models for work

zone travel speed and optimized signal timing allocatiamantsfurther validation.

A typical wayto model work zone opeians asrecommendeth theHCMG, is to
investigate the impactd various factor®n work zons usinga microsimulation platform with
the aid ofarobust empirical datd herefore, thichapterexplainshow a traffic microsimulation
model wagleveloped and calibrated under Nebraska condifmmsoth multilane/freeway work

zones and twtane highwayork zones. It should be noted that each section of this chapter
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constitutes a technical paper peeviewed and presented at the $@&hnualMeding of the

Transportation Research Board.

3.1 Calibration & Validation Method for Simulation Models of Intelligent Work Zones
Work zones have become an essential and integral feature of U.S. highways. A work
zone is set up when there is a needésurfacing, restoration, or rehabilitation on an existing
roadway, which usually requires the closure of a traffic lane. The goals of work zone
management are to 1) maintain an efficient flow of traffic, and 2) decrease, and hopefully

eliminate, the rislof injury and death to construction workers and the traveling public.

Traditionally, the upstream of the work zone is equipped with static message signs that
convey advance notifications or visual guidance to drivers. However, static signage cannot
providemotorists with reatime information on expected queuing, travel time, delay, or speed at
the work zone. This is particularly problematic if the roadway geometry is such that drivers
cannot see downstream queues or when the queues extend upstrearnotts [deEtdrivers may

not expect to find them.

To overcome these issues, intelligent work zone (IWZ) systems have been adopted over
the last two decades. The basic characteristics of these IWZ systems are that they need to be
automated, reliable, and pdste. In addition, they should have the ability to obtain and analyze
current work zone traffic conditions in rei@he and communicate actionable information to

motorists.

One IWZ that has been deployed recerglgutomatic queue detection (AQD) systems.
A typical AQD system includes detectors for speed detection near the taper of the work zone and

aportable dynamic message sign (PDMS) upstream of the work zone. A computation algorithm
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is used for processing spaad identify certain traffic conditions (e.g., slamoving or stopped),
and to feed the upstream PDMS with predefined warning messages. In this way, motorists will

be forewarned when they encounter slower traffic and/or queued vehicles downstream.

Severaktudies have concluded that AQD systems effectively improve mobility and
safety Hourdos et al. 20)7In addition, many state Departments of Transportation (DOTs) have
adopted guidelines for implementing AQD systems at work zdtesr{os et al. 201 Roelofs
and Brookes 20%#esti et al. 2018Jliman and Schroeder 201Mallmark et al202Q
Domenichiniet al 2017 Bham and Leu 2018Not surprisingly, the use of AQD systems has
become increasingly popular over the past decade. Howeverdesige features including the
location of the detectors, the spacing of the dynamic message signs, and the effectiveness of the
warning system vary across state BD€cause a consensus on best practices has not yet been
achieved by the transportation emggring professiorHuebschman et 22003 McCoy and

Pesti 2002Strawderman et a2013 Khazraeian et aR017)

The application of microsimulation models, for the analysis of complex issues such as the
IWZ systems, has become a common practice isp@mtation engineering because of their
convenience and cosffectivenessAppiah et al2012 Zaidi et al 2012 Pesti et al2013
Appiah et al2011). This is particularly true in situations where designed experiments are
impossible to condudiecause of ethical considerations. As an example, conducting a designed
experiment on where to best locate PDMS and what message to display on them would open the
DOT to liability issues in the case of a serious car crash that resulted in injury or death.

Consequently, almost all field AQD research is based on observational studies.
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Interestingly, there has been no study that involves the use of calibrated and validated
microsimulation tools to analyze the effectiveness of speed reduction strategiestbsed in
freeway AQD systems. It is hypothesized in tieisearchihat a wellcalibrated microsimulation
model will be useful for studying the traffic impact of AQD systems and, potentially, help

identify where the AQD system components should be placed.

The dojective of thissectionis to develop a guideline for calibrating and validating a
microsimulation model that can be used to perform replicable, reliable, and detailed analyses of
the AQD system at freeway IWZs. Specifically, geetionwill first introduce the field
deployment of AQD systems. Then, a general process of the simulation development and
calibration for the AQD system is provided. Next, a test site is selected to demonstrate the
calibration process and validation results. Finallgiscussio and recommendations are

provided at the end of treection

3.1.1 Multilane Work Zone AQD Traffic Simulation Model Development

Theinitial development of the simulation model inclgdieveloping a basic model of a
generic AQD work zone including lane geometry and configuration, work zone merging
locations, initial speed distributions by vehicle type, traffic demand, etc. The secorgtstep
code the AQD system logic within VISSIM uasj the VisVAP. Thiss done through a series of
surrogate settings. First, a pair of loop detechoeplaced in each lane at the beginning of the
work zone taper. Then, two desired speed decision pameésided upstream of the loop
detectors at two lations, as showm Figure3.1 The dstances of the two locations from the
detectorsdl andd2, correspond to the actual distances of the two PDMS sets to the field

detectors, respectively.
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In the simulation model, a flashing amber signal is used to assist the amadgsitifying
what message would be displayed on the PDMS under the current speed conditions. The flashing

amber, whether it is active or not, does noa f f ect the simulated dri ver

Intuitively, for the simulation model to accurately represent reality, the model has to
replicate what drivers do when they encounter a given PDMS message. Essentially, the driving
behavior in response to the PDM&ming message is achieved through the use of desired speed
di stributions input by the users. Note that t
speed that is not being impeded by another vehicle. For a given vehicle, the actualgperati
spee may be influenced by other vehicles in its near vicinity. Therefore, the distribution of the
desired speeds at each PDMS location needs to be obtained such that the distribution reflects
free-flow traffic at that location. The method for ensuring thil aé discussed in detail later in

the section.

3.1.2 Simulation of the AQD System Using VAP

In this study, the AQD system logic, as shown in FiguBg&), is coded using the
VisVAP application. VisVARs a graphical editor that has the ability to retrieve information
(e.g., instantaneous vehicular speed) from the virtual loop detectors in the VISSIM model as the

simulation model is running. It then uses the information to ascertain current conaitgns (
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average traffic speed), which is then used to identify which desired speed distribution the
simulated vehicles will follow. There are three critical components to the AQD system logic as

seen in Figure .2 (b). Thethree parts are discussed in debailow.

PDMS Speed ( Begn )

content detection - .
v = f{Timer,
Velocity(<det no>),
Front ends(<det no>)}
A 4
v calculation Current_state . .
< L >=
Display four asterisks at - (<sig HM Set_sg(<sig no>,0ff)
— the corners of the board T i
as default placeholders - Set_des_speed(<desSpdDecNo>,
E <vehClassNo>,
v £ <desSpDistrNo>)
Is speed below = 1 [
L Display “Stop Traffic stop-traffic é <
Ahead, Prepare to Stop” threshold @ = —
(e.g., 25 mph) P - S s My
(<sig no>,amber - v<S) et_sg(<sig no>,amber_{)
No ]
Set des speed(<desSpdDecNo>,
<vehClassNo>,
Is speed below <desSpDistrNo>)
Display “Slow Traffic slow-traffic I
Ahead, Slow Down” threshold «
(e.g., 45 mph) 1 ()] 3)
A y
End
(@) AQD system logic (b) VAP realization codes

Figuekekel 8wchart of the AQD system al go

1. Signal states check

In this section, the flashing amber is used to identify the current signal states (e.g., on/off)
in the VAP logic. More importantly, the flashing amber is used as a substitute for the warning
message displaygin the simulation. This flashing amber allowsiger to monitor whether the

warning message is activated or not as the simulation runs.
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As illustrated in Figure .2, at each step of the simulation run, the flashing amber should
always be in one of two states: on and off. Specifically, whenthe flashm¢p er i s i n t he
state, no warning message is deemed to be posted in the simulation model. However, when the
flashing amber is in the Aond state, it visua
activated. The current traffic conditionde speed) is estimated at each time step to determine
which desired speed distribution the vehicles should follow and whether the flashing amber

should be activated.

2. Travel speed conditions

The loop detectors in VISSIM are able to collect various typéata such as speed,
count number, headway, and the presence and occupancy of a vehicle. These data are used
within the simulated AQD evaluation system to identify current speed conditionsfydehit
message to present on the PDMS, and identify despeed distribution to use at the PDMS
locations in simulationThe rollingaverage speed, where the average is taken over K minutes, is

estimated in VisVAP using Equati@il.

or Jo= 1,¢é, T
Eq. 31
where,
K Duration of rolling average speed (minutes)
ol K-minute rolling average speed at time period t (mph
Vi Average speed of vehicles during time period i (mph)
T Number of time periods

55



Therolling average spead| is then compared to a speed threshold SO, which is defined
according to the traffic conditions at the work zone (i.e.-fi@e, slow-moving, or stopped
traffic). Note that currentlythe NDOT AQD system assumes the speed timldgS0) is 45

mi/h. This value can be identified on a siig-site basis.

As an example, for the NDOT AQD systgtine rolling average speed is taken okeB
minutes. When the estimated average speed vflisegreater than SO then it is assumed that

there is no congestion and the PDMS does not display a message.

3. Desired speed distribution

In VISSIM, vehicles are assigned speeds at the location where the user indicates the use
of a Adesired speed decisi ono. leThedesiredspeed at e d
distribution defined by the uséFhe goal is to reflect actual driver behavior when the drivers

Afseed a given message on the PDMS.

It is important to note that the quality of the desired speed distribatieatsthe
accuracy of the microsimulation results. Therefore, it is critical the desired speed distributions
should reflect the actual conditions at the work zone. For example, coaseation where
drivers in the field are observed to slow down an average of 5 mph when seeing a warning
message. If drivers in the simulation are modeled as slowing down an average of 10 mph when
the message is active, the results show the AQD sygtenating better than it would in the

field.

By definition, the desired speed distributions should be obtained from empirical

observations of frelowing vehicles in the field. This is because VISSIM uses this information
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to model what the drivers wouttb when they are free to choose their speeds in the absence of
any other vehicles. Similarly, the modeler should know the desired speed distribution associated
with each message that is displayed on the PDMS. This would also be collected from field data

under freeflow conditions.

Once these distributions are obtained, each one is input in@NI$ing a cumulative
distribution function disaggregated by vehicle type (e.g., passenger cars (PCs) and heavy
vehicles (HVs)). In summary, for the Nebraska AQBtsn, thereas a total of six desired speed
distributions for a AQD simulation model: two for each PDMS location, two for each message
display (e.g., warning or no warning message), and two for each vehicle type. These desired

speed distributionarebasel on empirical measurements at the site.

3.1.3 AQD Work Zone Model Calibration

This study follows a standard microsimulation model calibration protoSahen et al
2015 Wunderlich et al2019. Specifically, a 18nin warmup timeis used which is about
twice the freeflow travel time on the entire road network. This progideough time for the
network to reach steaebtate conditions. Five different random sead=sused to replicate the
simulation scenarios for each combination of parameters to be calibFagedverage of the five

simulation runss thencomparedo thefield data.

Three sequential steps are used for model calibration, vijith estimate the desired
speed distribution data, modify the dallowing headway data, and finally calibrate the HV

acceleration/deceleration parameters. These three stefisareseas follows
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Step 1:Estimate the desired speed distributiondt is assumed drivers respond to the
warning display (e.g., begin to slow down) immediately when they pass through the PDMS
location. In this study, this means as vehicles pass through the PDM&¢hsgigned aesired
speed that follows a specific desired speed distribution. In this section, it is assumed that the
underlying desired speed distribution is normal with a meahéoid a standard deviation ,of
(i.,e.,N(" H))). The desired speed distributions are obtained from the field data when the traffic is
under freeflow conditions. It should be noted the speed distributions are disaggregated by
vehicle type (e.g., car and trucks) because it has been shown in theleStdiree flow
speeds can vary greatly according to vehicle {{wu et al2019 Hurtado and Rilett 2021)n
addition, the desired speed distributions are disaggregated by locations (i.e., PDMS1 vs.
PDMS2) and by displayed messages (i.e., SLOW v@FTIn summary, the simulation model
requires sixspeed distributiongnd each of thessrebased on empirical studies conducted on
the test bed.

Step 2: Measure empirical casfollowing headways Three parameters that directly
contribute to the safety stiance of cafollowing arethe focus of the calibration step. Thesee
selected based on the literature review which indicateditrega great impact on the VISSIM
driver behavior in work zong®ong et al2015 Jehn and Rod 201¥eom et al2016. They
are: 1) the standstill distan€CQ, in feet, which refers to the desired minimum distance between
two standing vehicles (i.e., leaddafollowing) when both are stopped; 2) the time headway
CC1, in seconds, which refers to the desired time between the lead and following vehicles; and
3) following variationCC2 in feet, which refers to the longitudinal oscillation as a driver moves
close to the lead vehiclelhe safety distance is defined in VISSIM as the minimum distance a

driver will keep in the cafollowing status. The minimum safety distance is a functioG©®

58



andCClat a given speed v. The third parame®€2, is used to represt a static buffelThe
carfollowing distancedx_safevariable is a function of all three parameters as shown in Equation
3.2.

Q@ OQDD p8 EUZOM OQ Eq.2 3.

This study focused on calibrating the desired time head@because it has the
greatest influence on céollowing behavior Dong et al. 2016 A previous study recommended
that using the empirical headway distribution to calibrate the model woul@dlededhn and
Rod 2019) In other words, the calibration step will attempt to identify parameter v&la8s
CC1, andCC2such that the resulting simulated headways and empirical headways are

equivalent.

The empirical headway is defined as the time diffeesbetween any two successive

vehicles from the same lane when they cross a given reference line, which is calculated using

Equation 33.
QY Y 1'Q phssD Eq.3
wh e
i = | ane number
j = vehicle nuimbserhehihredjAljethd
hij= headwayjionf ivaeash ccd red s
Tj= timestamp at t heji mei amsercome disi
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The headway measured in the field cannot be directly applied to the model. This is
because, in VISSIMCC1represents he ti me gap bet ween the first
the successive second vehicledbds (GCidoesthotbumper
include the time for the vehicle to clear the reference line. Thus, the distribut@lae$

identified from the empirical headwaysing Equatior8.4.

€
=2
(@)

1Q phesD Eq .4

W@ =CCior viehi theae

Li aj the | ength pIfi nt heanfer ont

Vi qj) the speed ojfli nhh eaah etohnet rveefheircel

Apart fromCC1, the parameteirSCOandCC2are also closely related to the-car
following headway. lis hypothesized thaZCOandCC2will be larger than, or at least equal to,
the default values under work zone conditioriedm et al. 2016)In this section, the paramees
CC1, CCO andCC2were identified from empirical observations. Note they could also be part of

the calibration step.

Step 3: Calibrate HV acceleration parametersThe default acceleration curves for
simulating HV movements in VISSIM are based on data from Western European conditions. It is

hypothesized this assumption might not be directly applicable to modeling the U.S. HV fleet
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(Jehn and Rod 20)9Therefore, iisdecided to calibrate the acceleration parameters, including

deceleration, to reflect the HV characteristics at the test site.

In VISSIM, the default desired acceleration of HV is modeled as a distribution where the
acceleration is a function of HV speéftjuation3.5 shows the functional form for modeling the
relationship between the desired accelerafigw), and the vehicle speedAppiah et al2012.
Similarly, the desired deceleratida(v), is modeled as a constant function in VISSIM, which can

be expressedsing Equatior.6.

€

QO o S Eq.5
Qu . Eq.6
wh e
kk = scale paAarameter, ft/s
k= growth rate, h/ mi
c = shift parameter, mph
i = constart value, ft/s

In VISSIM, the default values of parametegshe, and c for HVs are 2.5 fés0.03 h/mi,
and 20 mph, respectively, according to the curve fittinggoation3.5. The default value of

parameter s-1a5ff€or HVs i s

Consequently, this study considéne four parameters related to HV acceleration and
deceleration functions (kk, ¢ , and 04) as unknowns that need
the calibration procedure is to minimize dissimilarities between field observed data and

simulation output data, which can be expressedg Equatior8.7.
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mi{fw ,x= 1 K&{) Eq.7 3

The searcfor the optimal combination of the parameter veckarl, c, () is based on a
complete enumeration approach until a minimum valuéxdfs reached. It should be noted that
an automatic algorithm mdyecome necessary for parameter optimization when the objective

function is complex with more parameters and thus the search space is large.

The above objective function is, by definition, related to a measure of accuracy. In this
section, the Root Mean Square Error (RMSE) statistised to determine the calibration
accuracy. The RMSE statistic calculates the difference between the engatecand simulated

output, given a time interval (e.g., 15 minutes), which is expresdeguation3.8.

YD YO "EY P Eq.8 3.
0
wh e
Ent = the empirhntchal v enleiattiune etdionfa nign
St = the simul at kb dv enk i 6tuhe etdionie nign
t = timetinlerM2al é,
n = vehiclne ndymMer &,
Nt = total numbtarh afi meehincleesv ailn
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In this section, the calibration objectiigcontrolled such that an optimal set of values for
parameter vectok{, kz, c, 4) will satisfy bothmin{fRMSE (ki, ko, ¢, (i)} and RMSEki, ke, ¢, (1) <
20% based on previous best practice as descriltbé literature Lu et al. 2014Kan et al

2019)

3.1.4 Multilane Case Study

In this section, a fielthtelligent work zonel{VZ) test site with AQD systentmn a
freewayis selected to demonstrate the simulation calibration process. The test site, on the
westbound480 located near Waco, Nebraska, is aHdane freeway, with one lane closed. The
work zone is approximatefpur miles long, starting at milenarker 365.4 and éing at mile
marker 361.4, an active from April through October 2020. The original (e.g.,-namk zone)
speed limitis 75 mph. A 65mph speed limit sigis set up atwo miles upstream of the work
zone and the speed lintreduced to 55 mph at thapter of the work zone. Once the work zone

ended the speed limigturnsto 75 mph.

The test sites equipped with a standard NDOT AQD system. A microwave Doppler
radar detectois located at the taper of the work zone (detector-midgker = 365.4). in adkibn,
the first pair of the PDMS1 sets and the second pair of the PDMS&sktsated 1.2 miles and
3.2 miles, respectively, upstream of the detector on both sides of the road (PDM&1arkide

= 366.6 and PDMS2 mHmarker = 368.6).

The AQD systemstdhe test site provide three types of data. First, the average speed,
number of vehicles, and other data (e.g., vehicle class, headweajtained by the detector at
the work zone taper. Second, the warning message and duration of any enaa&sred by

the PDMS sets located upstream of the work zone. Third, surveillance cameras near the work
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zone merging arearealso available whichllowsthe researchers to visually check the work

Zone operations.

In addition to data provided by the AQD system aalditional data collection effos
conducted by the research team. The goial obtain data including traffic counts, vehicle
headways, and travel time at or near the two upstream PDMS sets, respectively. As shown in
Figure3.3, threeMiovision Scout kits, each incliay a camera and a WiFi receivarginstalled
0.5-mile upstream, Gnile, and 0.8mile downstream of the PDMS thaatemarked as locations
A, B, and C, respectively. The Grbile spacings chosen based on past data collection
experiences and engineering judgment in that this sp&ciogg enough to capture the

variability in speeds over space.

't should be noted t haeinMallednitwo phases: (haselit ki t
from September 2 to September 5, 2020, foa datlection at the PDMS2, and phase 2 from
September 8 to September 11, 2020, for data collection at PDMS1, respectively. In this study,
data from PDMS2 on September 3, 20&0d PDMS1 on September 9, 20afeselected and
processed to obtain traffic casnvehicle headways, and travel time aindif time intervals

from 8 am to 8 pm.
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Figure 3.3 The layout of the AQD System and Data Collection at the Waco IWZ Test Site
(mm = mile-marker)

To obtain travel time, all the three Miovision Scout kits at stations A, B, and C are used.
Each Miovision Scout kit includea WiFi receiver to capture MAC addresses from the moving
vehicles on the road. The travel times, i.e., time differences, on segBemd segment BC
represent the traffic performance when vehicles traveled before and after the PDMS,
respectively. An automatic MAC address matching algorithdeveloped to obtain the segment
travel time. Meanwhile, the research team also meathweegment travel time using the

Miovision Scout cameras at each station.

Specifically, five vehiclesrerandomly selected at a 4Bin interval to manually match
the video footagand calculate the travel time, which proddiegr ound t r utthedo dat a
large amount of travel time data obtained from the MAC address matching method. The Welch
Two Sample-test reject the hypothesize that the means of travel time obtained using the two
methods are different at the 0.05 significance level at both PObIS4egment AB:-stat =
0.18, pvalue = 0.855; on segment BGstat = 0.19, gvalue = 0.856) and PDMS2 (on segment
AB: t-stat = 1.39, value = 0.164; on segment BGstat = 0.96, gpralue = 0.337). This indicates
the validity of the large amounts oawel time obtained using tmedia access contrdViAC)

matching algorithm.
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To obtain vehicle headways, 10 to 15 successive vehicles, in eachremeasured at
station B when their front bumpers pass the same reference line in the video. A maximum
headvay is defined in order to classify whetheravehisle n fAfree fl ow0 condi t
affected by other vehicles). In other words, the headway data is deemed valid whénrtbere
slow traffic queued up to any of the PDMS and driveesn a freespeed choice when they pass
through the PDMS. In this study, traffic conditions at the PDMS location whernijiriHow
rate less than 1000 passenger car per hour per lane and ii) speed drop less than 25%-of the free
flow speedareused to determine theseflow traffic at PDMS locationsong et al2015
Transportation Research Board 2Qhally, the filtering condition resuttg in the maximum

headway for PCs and H\f&e sixseconds andightseconds, respectively.

At this test site, the AQD systeasiinitially designed to convey three types of messages
to the public for three traffic conditions, i.e., no warning, slow traffic warning, and stop traffic
warning. Unfortunately, the detected speed dad@cidentally tuncated at 27.5 mph due to the
temporary failure of detector firmware during the data collection period. Because of this, there
areonly two types of message stathbe PDMS displag, namel y 1) the fAno war
doesnot display any warningmegsa® , and 2) t he fdAwar gaslbwo st atus
traffic status, regardless of whether a stop traffic warning is required. These two PDMS displays

aretriggered according to the speed threst®ld 45 mph, as can be seerFigure 33.

3.1.5 Multilane Simulation Model Input

Apart from the basimodel input with empirical data from the test site (e.g., traffic

volume, HV percentage, etc.), it is argued in this section that information related to the desired
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speed distribution and céollowing headwayarecritical input requirements of the simtitan

model. These two steps are indispensable before conducting the model calibration.

1. Desired speed distributions

The empirical travel speeds on segment AB (before PDMS1 or PDMS2) and segment BC
(after PDMS1 or PDMS2) are obtained through the measured length of the road segment
dividing the segment travel time, respectively. The mean and standard deviation ofpeeadel s

samples are listed ihable3.1.

Tabl¥De3s.ired Speed Distribution

Mean (m Std. de Sampl e O ‘Hy
SaB Ssc SaB Ssc SaB Ssc Ss( mp |
No warning message scenari o
PDMS 6 8. 6 4. 3. 4 . 1242 1148 (66. 3,
PDMS 71. 6 8. 4 . 4 . 251 271 (69. 8,
Warning message scenari o
PDMS 57 51. 4 . 2 . 325 319 | (54. 6,
PDMS 70 65 . 5. ( 5. 106 120 (68. 3,

It may be seen iffable3.1 thatthe average traffic speeds are higher around PDMS2 than
around PDMS1 (i.e., 69.8 > 66.3 mph under no warning scenario, and 68.3 > 54.6 mph under
warning scenario). It is hypothesized this occurred because the work zone speed regulations are
reduced from 3 to 65 mph in the road segment where the PDMS2 is located and réaunced

65 to 55 mph in the road segment where the PDMSL1 is located.

More importantly, at both PDMS1 and PDMS2 locations, the average traffic speeds when
there is no warning message are higher compared to the average traffic speeds when a warning

message is on display (i.e., 66.3 > 54.6 mph at PDMS1, and 69.8 > 68.3RipWaR). This is
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evidence the warning message displayed on the PDMS is functioning as intended: when a

warning message is provided, the traffic speed, on average, is reduced.

To incorporate the speed obtained from the segments before and after the PDMS, the
average values of the means and standard deviations from segment AB and segment BC are
calculated respectively. The results are listed in the last calufable3.1. It is hypothesized
that the desired speedssJ&t PDMS locations are normaltlystributed, i.e., &~ N(* Hj).

Therefore, four desired speed distributions constructed usidgt§, i.e., warning and no
warning scenarios at PDMS1 and PDMS2, respectively, are configured as the input of the

simulation model.

2. Carfollowing headways

Accordingto Equation 3, CCLlis adjusted so that the empirical headway excludes the
vehiclebs passing time (i.e., vehicle | ength
length of 12 ft and an average speed at each of the two PDMSH).&s uSed to calculate the
adjustment. The distributions of the empirical headway us&tador PCs and HVs at PDMS1

and PDMS2 are shown Figure3.4.
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Figud®h&.Empirical Distribution of

In addition,CCOandCC2are obtained according to the literature search. Specifically,
CCOis set as 10 ft based on a project conducted by Dong(204b) who found thaCCO
ranges from 8 ft to 12 ft using field data collected-&9 In lowa. In additionCC2is set as
20.31 ft based on the recommendation of the FHWA Traffic Analysis oadWunderlich et al
2019) To obtain a more accurate calibration model, it is recommended to co08aNdCC2
per test site when conditions permit. Alternatively, these parameters may also be part of the

calibration process if the usrot comfortdle using parameter values obtained elsewhere.

All other VISSIM carfollowing parameters (i.ecc3- cc9) arekept at their default levels
(Wunderlich et al 2019 Note the variables chosare based on past calibration experience and
havethe largest impact on work zone beha\idong et al2015 Jehn and Rod 201¥eom et

al. 2016) It is important to note that the exact-¢alfowing parameteraresite-specific. A user
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may choose to calibrate or modify any of the microsimulation pdemsas part of the

calibration methodology without a loss in generality.

3.1.6 Multilane Calibration Parameters

In this case, the travel times at Segment AB and Segment BC are used to search the
optimal parameter setks( ko, c, ) for thecalibration of the HV acceleration characteristics.
Figure3.5shows the travel time obtained from the automatic MAC address matching method
and the video manual matching method in grey dots and blue dots, respeSpeslfically, the
travel timecolleded at PDMS1 under a scenario of the work zone with congested traffic is
shown in Figure8.5 (a), whilethetravel time collected at PDMS2 under a scenario of the work

zone with freeflow traffic is shown in Figur&.5 (b).
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(a) Travel timedeforePDMS1 (AB) and after PDMS1 (BC) under congested traffic
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(b) Travel times before PDMS2 (AB) and after PDMS2(BC) undefrffose traffic

Figubse@ment Travel Time Calibration |

This study considers reasonable search rangesitisaf 14] ft/$ with an increment of
3 ft/$, ko is [0.03, 0.07] h/mi with an increment of 0.01 h/mi, ¢ is [0, 20] mph with an increment
of 5 mp h-8, Opftféavithi@n inceemelnt of 4 ftfs The four sensitive parameters and
their acceptable ranges construct a combination of 75 scenarioseAaris for each scenario

areperformed, it results in a total of 375 simulation runs.

The simulated travel time fromnscenario that generated the lowest RMSE is marked as
red dots and superimposed on the field data in Figarer hetravel time obtainedfom the
VISSIM simulation outpuis compared to the travel time obtained using Miovision WiFi
automation. The Welch Two Sampleest reject the hypothesithat the means of travel time
obtained using the two methods are different for both PDMS1 a2t the 0.05

significance level. The results indicate the calibration is promising.
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