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DISCLAIMER  

 

The contents of this report reflect the views of the authors, who are responsible for the facts and the accuracy 
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does not constitute a standard, specification, or regulation. Trade or manufacturersô names, which may 

appear in this report, are cited only because they are considered essential to the objectives of the report.  

 

The United States (U.S.) government and the State of Nebraska do not endorse products or manufacturers. 

This material is based upon work supported by the Federal Highway Administration under  SPR

FY21(008). Any opinions, findings and conclusions or recommendations expressed in this publication are 
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ABSTRACT 

 

Lane closures are used to facilitate activities related to road construction and maintenance or 

operations. However, there are economic costs associated with lane closures that may accrue to 

both the traveling public and traffic agencies. The Nebraska Governorôs office has identified 

maximizing the effectiveness of lane closures as a priority for the Nebraska Department of 

Transportation (NDOT). The goal of this project is to assist NDOT in effectively managing the 

operations of work zones to maximize the effectiveness of lane closures under Nebraska 

conditions. 

This report summarizes the findings while evaluating the current state of the practice in 

work zone traffic control techniques, work zone traffic operation models and tools, and the value 

of travel time economic analysis. The latest and 6th edition of the Highway Capacity Manual 

(HCM6) has developed a traffic microsimulation methodology for modeling work zones on 

multilane highways and two-lane highways. However, this model was not calibrated under 

Nebraska conditions.  

The report presents a calibration methodology for both multilane highways and two-lane 

highway lane closure cases. Empirical travel data was collected on three active work zones. Two 

were located on Interstate 80 and one was on State Highway 30 in Nebraska. A traffic simulation 

model, VISSIM, was used to model these test sites and calibrated to represent local conditions. 

The calibration model was used to estimate work zones performance measures such as average 

queue, delays, travel time, and capacity. The model was tested to determine the sensitivity of 

increase in traffic volume, percent of heavy vehicles, work zone lengths, and posted speeds for 

over 1460 different scenarios. In addition, a state-of-the-science emission modeling software, 

recommended by the US EPA, MOtor Vehicle Emission Simulator (MOVES) was used to model 
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the sensitivity of the vehicleôs emission performance using the outcome of the calibrated work 

zone models as a key input.  

The outcome of the sensitivity analysis was used to develop a lane closure cost 

simulation model that examines the cost of changes in road user time, emissions, and fuel cost 

under all of the lane closure scenarios. The model utilized changes in travel time, emissions of 

various greenhouse gases (i.e., CO2, CO, NOx, VOC), and fuel use (gasoline, diesel, CNG, E-85 

Ethanol) under lane closure scenarios. The economic analysis developed estimates of time, 

emissions, and fuel used costs to simulate the increase in hourly road user costs associated with a 

lane closure. A working spreadsheet has been developed to assist NDOT engineers to estimate 

the cost of lane closures for hundreds of closure scenarios. 
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1 INTRODUCTION  

Lane closures are used to facilitate activities related to construction and maintenance/operations.  

However, there are economic costs associated with lane closures and these may accrue to both 

the traveling public and traffic agencies. While it is sometimes necessary to prohibit lane 

closures during the day to alleviate traffic congestion, there are consequences of this decision 

related to project delivery timelines, construction costs, and safety within the work zone. The 

Nebraska Governorôs office has identified maximizing the effectiveness of lane closures as a 

priority for the Nebraska Department of Transportation (NDOT). The goal of this project is to 

assist NDOT in effectively managing the operations of work zones to maximize the effectiveness 

of lane closures under Nebraska conditions. 

Lane closure performances can be impacted by traffic control techniques, lane closure 

characteristics (e.g., length of lane closure, speed limit, etc.), and traffic characteristics (e.g., 

volume, heavy vehicle). Therefore, accurate evaluation of critical performance measures (e.g., 

delay, capacity, costs) is key to efficient work zone management and road usersô satisfaction. 

The latest and 6th edition of the Highway Capacity Manual (HCM6) provides methodologies to 

estimate lane closure capacity reductions and delays related to various work zone conditions. The 

HCM6 methodology is based on a microsimulation model. It is critical to calibrate this model to 

represent Nebraska conditions.  

The specific objectives of this research project identified by NDOT are four-fold:  

1. Calibrate the 2016 Highway Capacity Manual model to Nebraska conditions. 
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2. Use the calibrated model to provide estimates of capacity reduction, delay 

increases, and fuel usage increases related to various work zone/lane closure 

conditions. Specifically, the following work zone/lane closure cases are examined: 

i. Six-Lane Divided Highway: 3 lanes per direction, 1 lane closed 

ii.  Six-Lane Divided Highway: 3 lanes per direction, 2 lanes closed 

iii.  Four-Lane Divided Highway: 2 lanes per direction, 1 lane closed 

iv. Two-Lane (Undivided) Highway: 1 lane closed (using flagging or traffic 

signal operation) 

3. Analyze each of the scenarios with respect to different lengths of the work zone, 

traffic volume, percent of trucks, speed limit, and time the work zone will be active. 

4. Conduct a detailed economic analysis of the costs of delay, increased vehicle 

operating costs, and accident costs for vehicles traveling through lane closures for 

each of the scenarios. 

This report presents the methods, findings, and recommendations for analyzing work 

zone operations on multilane highways and two-lane highways in Nebraska. The report provides 

the analysis of 1460 different scenarios of lane closure operations. There were 320 scenarios for 

the 6-lane cases, 240 scenarios in the 4-lane case, and 900 scenarios in the 2-lane case. These 

scenarios were made up of the combination of different work zone lengths, traffic volumes at 

varying truck percentages, and posted speeds. The simulation model was run with a startup time 

of 15 minutes so the model could reach equilibrium conditions. After the steady-state conditions 

were reached the key performance metrics for each scenario were assumed. Note that the 

underlying assumption was the traffic is moving normally with no incidents or severe weather. In 

other words, the analysis was limited to typical travel conditions within each of the facility types 
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and scenarios. Note the research was focused on traffic volumes under the work zone capacity. If 

the demand in a given scenario was such the work zone queues were continuously growing (e.g., 

oversaturated conditions), then that scenario was discarded and not analyzed further. 

The remaining part of the report is organized as follows: Chapter 2 reviews the literature 

on work zone operations in multilane (e.g., 4-lane and 6-lane) and two-lane highways. The 

chapter also includes the state of practice of the economic analysis of the value of travel time.  

Chapter 3 presents a methodology for the work zone simulation model. The methodology is used 

to develop, calibrate, and validate generic work zone models for multilane and two-lane cases 

under Nebraska conditions. Then, in Chapter 4, the calibrated models are used to undertake 

sensitivity analyses of the performance of the work zone under 1460 different scenarios. Also, in 

this chapter, the operational performance of the calibrated model is used as an input to a national 

state-of-the-science emission modeling software (MOVES) to estimate vehicle emissions under 

the given scenarios. Chapter 5 presents the lane closure cost simulation model that examines the 

cost of changes in road user time, emissions, and fuel cost under different lane closure scenarios. 

The concluding remarks and recommendations are provided in Chapter 6.  
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2 LITERATURE REVIEW OF THE CURRENT STATE OF PRACTICE  

This section reviews the current state of the practice in work zone traffic control 

techniques, work zone traffic operation models and tools, and the value of travel time economic 

analysis. The aim is to ensure that no research relevant to this study is overlooked or duplicated 

and to bridge some of the gaps in the literature. 

2.1 Work Zone Traffic Control Techniques 

The traffic control technique deployed at a work zone lane closure setup is one of the key 

factors that can impact work zone performance (e.g., safety, delay, capacity). The selection of a 

particular technique is a function of the work zone characteristics, that is, the type of road facility 

(urban or rural), the road category and the lane configuration (highway or freeway), the traffic 

volume and composition, the construction activities within the work zone, etc. Consequently, 

there are completely different techniques used for a two-lane highway compared to a multilane 

freeway. The following subsections discuss the various traffic operation techniques.  

2.1.1 Work Zone on Multilane Highways 

Work zones are necessary for maintaining and upgrading road infrastructure. However, 

work zone lane closures contravene driversô expectations and therefore pose safety concerns e.g., 

the potential for rear-end collisions, especially on freeways. According to the US Federal 

Highway Administration (FHWA n.d.), a total of 842 people were killed at work zones across 

the US in 2019. This is an increase of 11% over the previous year. It is also important to note 

that nearly a quarter of these fatalities involved rear-end collisions (FARS 2019 Annual Report). 

Therefore, for multilane highways or freeways where speeds are relatively high and there are 

dynamic changes in traffic and work zone areas, it is very important to properly manage the 
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controls before and within the work zones to balance safety and mobility (Ullman & Schroeder 

2014). This objective is often achieved by using intelligent transportation system data collection 

and analysis for real-time actionable driver information.  

A typical ITS setup involves the use of portable speed sensors and cameras integrated 

with dynamic message signs. On freeways, there is often a dynamic queue detection system as 

part of the ITS setup to alert approaching drivers of stopped or slow-moving vehicles and avoid 

rear-end collisions (Paracha and Ostroff 2018). In 2015, the FHWA launched the intelligent 

work zone initiative to assist state DOTs to better manage work zones to improve safety and 

mobility. Typically, the intelligent work zone applications serve a combination of the following 

purposes: 

¶ Advanced queue detection (AQD) 

¶ Speed monitoring 

¶ Travel time display 

¶ Incident detection and surveillance 

¶ Over-height vehicle warning 

A typical advanced queue detection system (AQD) designed and deployed by the 

Nebraska Department of Transportation (NDOT) is shown in Figure 2.1. The system consists of 

four components:  

¶ Non-intrusive speed detectors placed at or near the taper of the work zone,  



18 
 

¶ Portable dynamic message signs (PDMS) placed on both sides of the road a few 

miles upstream of the work zone,  

¶ A computer server with an analysis module for processing pre-defined speed and 

message algorithms, and  

¶ A wireless communication protocol (e.g., LTE) to transmit data.  

 
Figure 2. 1 The layout of the Nebraska AQD system (not to scale) 

 

The operation logic of the AQD system is the speed detectors obtain instantaneous 

vehicle speeds and send them to the analysis module. The analysis module calculates a rolling 

average speed in a given time window (e.g., 3-min). Based on the speed condition, the system 

identifies which pre-defined message should be displayed on the PDMS. 
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In Nebraska, freeway AQD systems are configured so that when the rolling average 

speed at the work zone is estimated to be i) lower than 25 mph, the upstream PDMS displays a 

ñStop traffic ahead, prepare to stopò message; ii) between 25 and 45 mph, the upstream PDMS 

displays a ñSlow traffic ahead, slow downò message; and iii) higher than 45 mph, the upstream 

PDMS displays four asterisks at the corners of the board as default placeholders. It should be 

noted the messages displayed on the PDMS follow MUTCD standards (FHWA MUTCD 2009). 

While the approach advocated in this paper is demonstrated using the NDOT AQD systems, 

other work zone AQD systems could be used without a loss in generality. 

It is important to note the ITS work zone setup requires substantial expenditure and 

significant engineering efforts customized or project-specified to achieve effective and reliable 

results. For example, it cost Kansas DOT a total of $1.65 million (55% of the total construction 

works budget) to set up an ITS work zone for the construction of the I-35/Homestead Lane 

Interchange in Johnson County, Kansas (Bledsoe et al. 2014).  

Several state DOTs have deployed and evaluated the effectiveness of the intelligent work 

zone setup for freeways. It has been found that the ITS work zone system improved safety and 

mobility. A sample of these evaluation results can be found in Table 2.1.  
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Table 2. 1 Intelligent Work Zone Application Evaluation Results 

 

 

2.1.2 Work Zone on Two-Lane Highways 

Two-lane highways facilitate mobility for people and goods through rural and sub-urban 

locations, carrying bi-directional traffic movements with the availability of one lane for each 

direction. When one lane is closed for construction, the traffic from both directions alternatively 

shares the common open lane, which causes significant capacity reduction and increases travel 

delays. 

 

 

State DOT Source Project Type Findings 

Arkansas Li et al. (2016) I-30 varied locations Improved worker safety 

California Edara et al. (2013) I-5 section in Santa 

Clarita 

This resulted in a 78% 

diversion 

Illinois USDOT & FHWA 

(2004) 

I-55 Decrease in moving 

violations and crashes 

Massachusetts  MassDOT (2014) Callahan Tunnel 

Rehabilitation  

No gridlock conditions 

on network 

Michigan  USDOT and 

FHWA (2008) 

I-131 section in 

Kalamazoo 

Reduction in forced 

merges 

North Carolina USDOT and 

FHWA (2008) 

I-40 section between 

NC801 and SR1101 

Inconsistencies in data 

ï issues with system 

implementation 

Ohio Zwahlen and Russ 

(2001) 

I-17 section near 

Dayton  

Appr. 88% of travel 

times on message signs 

were within a 4-min 

error margin 

Texas TTI (2018) I-35 expansion Managed mobility and 

improved safety 



21 
 

2.1.2.1 Traffic Operation Techniques 

The traffic movement in one open lane on two-lane highways, often regarded as a one-

lane two-way (1L2W) operation, can be controlled using techniques that can be generally 

grouped into four types, as described below. 

· Human flaggers, control traffic at each end of the one-lane section using flags 

generally showing stop or slow signs. Human flagger is the most frequently used 

method for 1L2W operations (Farid et al. 2018). If the one-lane section is short and 

the flagger can see both ends of the direction, one flagger can be used. Otherwise, 

two flaggers are needed at both ends of the work zone and should communicate 

with each other (FHWA 2009). For example, using the flag transfer method, the last 

vehicle approaching the one-lane section is asked to carry the flag to the flagger on 

the other end (Ohio MUTCD 2012; Ohio TEM 2014). Important factors to consider 

when choosing the human flagger technique are topography, length of lane closure, 

alignment, time of work (e.g., nighttime, or daytime), and work duration (short term 

or long term). For example, the human flagger method is more likely to be applied 

for short-duration operations (e.g., several hours) in the daytime (Finley et al. 

2014). 

· Automated flagger assistance devices (AFAD), are designed to perform similar 

tasks as flaggers without needing them to stay near the traffic lanes. The AFAD 

system typically includes a gate arm that descends to the down position across the 

approaching traffic lane when traffic is stopped. It ascends to an upright position 

when the traffic is allowed to proceed (FHWA MUTCD 2009). To improve the 

conspicuity of the arm, a flag should also be added to the end of the gate arm. 
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AFADs can be either STOP/SLOW paddles or RED/YELLOW lenses. AFADs are 

commonly used for the site for short-term use with sufficient sight distance and a 

relatively short length of the closure. The most common factors considered when 

choosing AFADs include topography, length of the closure, sight distance, and 

duration of work. 

· Pilot cars are used in the work zone to guide the queued vehicles in the right 

direction through a 1L2W work zone. This technique is typically used for long 

and/or complex one-lane section work zones to eliminate driver confusion about the 

complex situation and maintain the travel speed of vehicles within the work zone. 

Note while the pilot cars are in operation, flaggers are needed to stay on both ends 

of the work zone to monitor the arriving traffic to the one-lane section. The most 

common factors when considering the pilot car method are sight distance and length 

of the closure.  

· Portable traffic signal (PTS) regulates traffic similar to the conventional 

signalized intersection but with only two phases. The PTS system consists of 

traditional traffic signal phases, i.e., red, yellow, and green, which can be 

programmed to work as a pre-timed or actuated signal control system. The only 

difference of the PTS is the duration of red clearance time will be longer as the 

traffic from the opposite direction needs to be cleared before traffic can proceed 

through the one-lane section. The important factors considered for the selection of 

PTS technique adoption are the length of the closure, sight distance, topography, 

and duration of work. 
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Whereas the human flaggers, AFADs, pilot cars, and PTSs are mostly used for 1L2W 

work zone traffic operational control, a combination of these techniques or other assistive 

techniques may be applied depending on the work zone conditions and the preference of the 

concerned local agencies. For example, AFADs can be used in addition to the human flaggers if 

1) vehicle queues extend beyond the advance warning sign or 2) the sight distance from the back 

of the queue and the approaching vehicle is not sufficient.  

In summary, the advantages and disadvantages of the application of the four techniques 

(Farid et al. 2018; Finley et al. 2014), as can be found in Error! Reference source not found.. 

Table 2. 2 Potential Advantages and Disadvantages of Traffic Control Techniques 

Techniques Advantages Disadvantages 

Human 

flagger 

· Least expensive 

· Quick set-up and removal time. 

· Handle irregular, emergency, or 

unprecedented situations  

· Safety concern for flaggers. 

· Flagger fatigues and stress. 

· Personnel management can be 

problematic 

AFAD · Better driver response 

· Quick set-up and removal 

· Flaggers do not expose to traffic 

· One can operate multiple devices 

· Potential for device malfunction 

and need for maintenance 

· Training and expertise required 

· More expensive  

pilot car · Clear travel direction guidance  

· multiple access points 

· Safer for construction workers 

· Incur additional waiting time 

· May result in work zone 

intrusion 

· Require additional personnel  

PTS · Better driver response 

· Suitable for long-term operation 

· No vehicle-flagger conflict. 

· Save human effort  

· Expensive 

· Potential for device malfunction  

· Long set-up and removal time 

· Coordinate with roadside signals 

 

The four traffic operation techniques are generally modeled using either flagger control 

or signal control, which is described below. 
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1. Flagger control model 

The flagger-related control techniques (e.g., human flagger, AFAD, pilot car) can 

dynamically change the right of way with real traffic flow conditions. Therefore, the flagging 

control is similar to a vehicular actuated signal control in operation. In the flagger control 

operation, the right of way can be provided using three methods: 1) distance gap out(Washburn 

et al. 2008), which alters the right of way with a specific gap distance of approaching vehicles; 2) 

prespecified queue length (Al-Kaisy and Kerestes 2006), which alters the right of way after a 

prespecified queue length is formed behind the stop-bar; and 3) fixed green time (Zhu 2015), 

which alters the right of way after a pre-specified time. In practice, a combination of these 

methods may be used in determining the right of way under flagger control operation. 

2. Signal control model 

A 1L2W work zone under PTS control is similar to a two-phase signalized intersection in 

operation. Therefore, the signal control plan needs to determine the optimal green time and the 

cycle length. HCM6 provides an equation for calculating the optimal green time at the 1L2W 

work zone (Schoen et al. 2015; Zhu 2015). As can be seen in Equation 2.1, the optimal green 

time is a function of the work zone length. 

 

Ὣ
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 Eq. 2.1 

where gopt = optimal effective green time for one direction (s) 

l = work zone length (ft) 
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It should be noted there are a couple of drawbacks associated with the HCM6 optimal 

green time model. First, the equation does not consider the effect of traffic demand. Second, the 

optimal green time is derived from a field study with a work zone length of 800 feet. Therefore, 

the use of the same signal timing for various ranges of traffic demand and work zone length may 

not necessarily maximize the operational efficiency (e.g., reduce delay and/or increase capacity).  

The classic pre-timed signal control models that can be adopted in determining the 1L2W 

work zone signal control plan (i.e., cycle length, green time) are 1) Webster model, which adjusts 

the lost time due to the work zone clearance time (Webster 1958); and 2) Schonfeld model, 

which is originally a queuing theory-based model (Schonfeld 1999) and can be used for a work 

zone signal timing plan. 

These three traffic control models may be adopted in different traffic volume scenarios 

(Hua et al. 2019). For a low or moderate volume, the flagger model and actuated signal control 

model perform better than the pre-timed signal control models. The flagger control model with 

optimized gap-out distance performs better in minimizing stop delay and queue length under low 

volume (less than 200 pcu/h/direction) or high volume (420 ~ 580 pcu/h/direction). The actuated 

signal control model performs better in minimizing queue length under moderate volume (220 ~ 

400 pcu/h/direction). For a high-volume scenario where pre-timed signal control may be 

appropriate, the Webster model outperforms the Schonfeld model for vehicle throughput.  

2.1.2.2 Traffic Control Practices 

In a survey of the 1L2W operation techniques on a rural highway conducted by Farid et 

al. (2018), it was found that thirty-seven state DOTs use the human flagger control frequently or 

exclusively, making it the most used traffic control technique. Comparatively, the PTS and the 

pilot car are less used, and the AFAD is the least used method among the four operation 
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techniques mentioned before. Error! Reference source not found..3 summarized the traffic 

control practices when adopting different techniques among State DOTs. 

Table 2. 3 The 1L2W Traffic Control Practices Among State DOTs 

Reference Human flagger AFAD PTS Pilot car 

Nebraska 

DOT (2017) 
   

should make a 

round trip within 15 

minutes 

Florida DOT 

(2017) 
 

the distance between 

two AFADs to be less 

than 800 ft 

only used when 

the flagger can 

control for signal 

malfunction 

use along with PTSs 

when work zone 

distance is greater 

than 0.5 mi 

Iowa DOT 

(2015) 

use single flagger 

in adequate sight 

distance when 

volumes < 2000 

vpd, closure 

length < 100 ft 

 

use ñgreen revertò 

and ñrest in 

absence of 

actuationò 

functionalities for 

actuated PTS 

 

Kansas DOT 

(2015) 
  

allows PTS left 

unattended or one 

flagger operation 

if both ends are 

visible to each 

other 

max speed should 

be 40 mph and 

reduced to 20 mph 

near the activity 

area with the 

workers present. 

Michigan 

DOT (2010) 

use single flagger 

if work zone is 

short and visible 

from both ends, 

volumes < 400 

vpd and speed < 

45 mph 

   

Minnesota 

DOT (2014) 

use single flagger 

when there is 

adequate visibility 

and ADT < 1500 

vph 

  

the last vehicle from 

a platoon greater 

than 300 ft should 

not enter the work 

zone 

Missouri 

DOT (2017) 
 

not allow for long-

term stationary 

operation; need to 

place a protective 

vehicle at 150 ft from 

the activity area. 
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Montana 

DOT (2014) 

not approve one 

flagger operation 

if more than 10 

vehicles stop at 

flag station 50% 

of the time 

   

Nevada DOT 

(2017) 
   

the last vehicle from 

a platoon greater 

than 300 ft should 

not enter the work 

zone 

Oregon DOT 

(2016) 

not allow one 

flagger in 

nighttime 

operation, closure 

length > 200 ft, 

sight dist. < 750 ft, 

ADT > 400 vpd 

  

for nighttime 

operations or the 

approaching 

vehicles cannot see 

one flagger station 

to another 

Pennsylvania 

DOT (2014) 
 

the min all-red 

clearance ranges from 

12 to 45 seconds 

  

Virginia DOT 

(2015) 

allow single 

flagger in 

adequate sight 

distance and 

traffic volumes < 

500 vph 

allow AFADs with 

ADT < 12,000 vpd 
  

 

In addition, Minnesota, Florida, Virginia, and Kansas allow the use of a single flagger for 

two AFADs under many conditions such as unobstructed view of the AFADs, unobstructed view 

of approaching traffic from both directions, and the flaggerôs ability to accurately read the 

AFADsô indicators. 

State DOTs may have their own criteria to select traffic control methods, which may 

include the maximum length of the closure, maximum vehicle delay, traffic volume, and speed 

(Farid et al. 2018). In general, the human flagger is used in short lane closures, while the pilot car 

is used in longer lane closure cases. Table 2.4 lists examples of State DOTs allowing the 
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maximum length of the lane closure when applying the appropriate traffic operation control 

techniques in the 1L2W work zone. 

Table 2. 4 Example of Maximum Lane Closure Length for 1L2W Traffic Controls 

Traffic Control 

Technique 

Maximum lane closure length (additional 

conditions in parentheses)  Example DOTs 

 

 

 

Human flagger 

 

 

 

2000 feet, 100 feet (single flagger) Iowa 

500 feet (single flagger) Minnesota 

3 miles (along with PTSs) Missouri 

2000 feet Ohio 

1 mile Oregon 

2 miles, 200 feet (single flagger) South Carolina 

1 mile (flag transfer) Virginia 

 

 

AFADs 

800 feet Florida 

0.5 miles Missouri 

2 miles South Carolina 

800 feet Virginia 

800 feet Washington 

 

PTSs 

960 feet, 1340 feet (< 3 days) Iowa 

1000 feet Oregon 

1500 feet Washington 

 

 

Pilot car 

2.5 miles (ADT < 2500) 

2 miles (ADT: 2500-5000) 

1.5 miles (ADT > 5000) 

Iowa 

3 to 5 miles Oregon 

4 miles Pennsylvania 

 

Maximum vehicle delays may vary from 5 to 30 minutes based on traffic control 

techniques and the preference of different DOTs. For example, for the pilot car control 

technique, Iowa and Nevada DOTs allow a maximum vehicle delay of 15 and 30 minutes, 

respectively. Under the human flagger technique, South Carolina DOT allows a maximum delay 

of 5 minutes when work zone length is less than 1-mile, 7.5 minutes for work zone length from 1 

to 2 miles, and 20 minutes in case side roads are present within the work zone. 
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Even though human flaggers are required to wear high-visibility safety apparel and are 

expected to position themselves with utmost safety and precaution, crashes involving human 

flaggers still occur which can result in serious injury (Finley et al. 2015). Flaggersô fatigue and 

stress are common issues, which are generally addressed by rotating flagger personnel 

throughout the duration of work activities. To provide safety to human flaggers in the work zone, 

various devices such as portable rumble strips, and portable changeable message signs have been 

used (Farid et al. 2018). These devices intend to warn drivers of the work zone ahead and 

prepare them for a possible stop. AFADs can also improve the human flaggersô safety by 

allowing them to stay far from traffic exposures. In addition, flaggersô safety can be improved by 

replacing flaggers with a PTS system. The PTSs have several advantages such as the safety of 

the human flagger, increased workforce productivity, better communication with motorists, and 

long-term nighttime projects (Carlson et al. 2015; Daniels et al. 2000; MUTCD 2009). 

2.2 Work Zone Traffic Operation Models and Tools 

Safety, delay, and capacity are the most important traffic performance measures in a 

work zone lane closure case. Lane closures contravene driversô expectations and therefore pose 

safety concerns e.g., the potential for rear-end collisions, especially on freeways. If closures are 

not properly managed, they may drastically reduce roadway capacity and increase vehicle delays. 

In the case of the two-lane work zone, these performance measures become more critical as both 

directions of traffic use a single lane in turns. Consequently, effective traffic control techniques 

at two-lane work zones are crucial to reduce excessive delays and improve safety and capacity.  

Work zone traffic control strategies can be modeled using a deterministic approach (e.g., 

applying equations and a spreadsheet) or a stochastic approach (e.g., using a traffic 

microsimulation model). Variables that may impact the performance of the traffic control 
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techniques include work-zone length, the speed at the work zone, traffic volumes, etc. One of the 

goals of this research is to model and study the impact of these variables on work zone 

performance under Nebraska conditions. 

2.2.1 HCM6 Freeway/Multilane Highway Work Zone Model 

The latest and 6th edition of the Highway Capacity Manual (HCM6) listed five factors 

that influence the work zone capacity of a freeway/multilane highway. These factors include the 

lane configuration (e.g., a reduction from 2 lanes to 1 lane or 3 lanes to 2 lanes), hard or soft 

barrier type (e.g., concrete or cone), area type (e.g., urban or rural), lighting conditions (day or 

night), and lateral distance (0-12 ft). Based on these variables, the HCM6 estimates the work 

zone capacity (ὅ) by adjusting the average queue discharge flow rate (ὗὈὙ) using Equations 2.2 

and 2.3 formulated in the NCHRP Report 03-107.  

ὗὈὙ ςπωσρχωὪ  ωὪ  ρυτ Ὢ ρωτὪ υωὪ 

 

 

Eq. 2.2 

ὅ
ρππὗὈὙ

ρππ‌
 

 

Eq. 2.3 

Where, 

Ὢ  = area type; urban = 0, rural=1 

Ὢ  = lateral distance from the nearest open lane to the work zone 

Ὢ = lane closure severity index; 
      

 

Ὢ  = barrier type; concrete = 0, cone, barricade = 1, and 

Ὢ = day or night; day = 0, night = 1 

‌ χϷ Ὄὅὓςπρφ 

 

The HCM6 methodology includes both short-term and long-term capacity estimation 

methods. The difference between short and long-term work zones comes from the duration and 
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barrier separation type. The capacities of long-term work zones are often higher than short-term 

work zones as the portable concrete barriers provide better separation than plastic barriers and 

regular drivers become familiar with long-term work zones. The short-term method suggests a 

base capacity of 1,600 pc/h/ln. The long-term method varies from state to state as well as the 

configuration (number of lanes open normally to number of lanes open at work zone). The long-

term work zone capacity values provided by HCM6 can be found in Table 2.5. More detailed 

information can be found in the NCHRP Report 03-107 and the HCM6. 

Table 2. 5 Capacity of Long-Term Construction Zone on Freeways and Multilane Highways 

(Source: Exhibit 10-14, HCM6) 

 

2.2.2 HCM6 Two-Lane Highway Work Zone Model 

The latest and 6th edition of the Highway Capacity Manual (HCM6) has developed a 

methodology for modeling two-lane work zones. The HCM6 incorporated a two-lane work zone 

methodology, which is derived from Project NCHRP 03-107 (Schoen et al. 2015). The project 

included six work zone sites, with work zone lengths ranging from 800 feet to two miles, for the 

data collection in Washington.  
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The work zone sites had their traffic controlled by a flagger, PTSs, and a pilot car. The 

travel speed of vehicles within the work zone was measured to develop the average travel speed 

(ATS) model. The model required estimation of base free-flow speed (BFFS) which was 

estimated by regression analysis as a function of the posted non-work zone speed limit. Among 

the six sites, three sites (length of closure ranging from 800 to 1600 feet) were used to develop 

the model where flagger and PTS traffic control techniques were used.  

A VISSIM simulation model was developed and calibrated using field data from an 800 

ft work zone site operated by the flagger control method. A mathematical model was developed 

based on the calibrated VISSIM model that can calculate the capacity and vehicle delay of two-

lane highway work zones under the pre-timed signal control strategy (Zhu 2015). It was found 

that the mathematical model was able to reproduce delay with mean absolute prediction errors 

between one to three percent. The flagger control and fixed-time signal control were studied and 

compared. It was found that at low traffic demand the flagger control method works better. For a 

work zone site studied in the research, flagger control produced 10 to 20 percent lower vehicle 

delay.  

Figure 2.2 shows the HCM6 analytical method for the two-lane highway work zone 

model. As seen, the HCM6 procedure for two-lane highways has six key steps. The first step is 

to obtain traffic information, roadway geometric condition, and work zone data.  The next step is 

to estimate the average travel speed within the work zone. This can be estimated using the non-

work zone posted speed limit and considering speed adjustment factors for work zone lane and 

shoulder width, the number of access points within the work zone, and the percentage of the no-

passing zone. 
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Step 3 is to estimate the saturation flow rate. This model uses 1.89 seconds of saturation 

headway, which is further adjusted by travel speed (Watson et al. 2015). The adjustment 

considers no change of base saturation headway if the travel speed is over 45 mph. However, for 

travel speed under 45 mph, the base saturation headway is adjusted by travel speed.  

 

 

Figure 2. 2 The HCM6 framework for 1L2W work zone lane closure model 

 

 

Step 4. Estimation of effective green time. This is one of the most important factors of 

capacity and control delay. For the flagger control method, under balanced directional demand 

conditions, the HCM6 provides an effective optimal green time equation where the work zone 

length is the only input. The HCM-6 also has a minimum green time equation in case the optimal 

green time is shorter than the minimum green time.  
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Step 5. Capacity estimation for both traffic directions. Capacity is the function of 

selected effective green time, saturation flow rate, and cycle length. The effective green time is 

selected from step 4 after the minimum effective green time requirement is fulfilled. The cycle 

length utilizes the work zone length and ATS information to calculate the clearance time of the 

work zone for both directions. The saturation flow rate is found in Step 3. This capacity model is 

analogous to signalized intersection capacity determination techniques.  

Step 6. Estimation of control delay and maximum queue length. The directional 

control delay is the summation of the uniform delay and incremental delay. The maximum queue 

length is estimated using the traffic demand, clearance time, lost times, and effective green time. 

HCM6 provides an equation for calculating the optimal green time at 1L2W work zones as 

discussed in Section 2.1 equation 2.1 (Schoen et al. 2015; Zhu 2015).  

When researching the HCM6 methodology on lane closures at work zones, a few 

drawbacks were found.  

1. The HCM simulation model uses a 5% truck percentage. However, the observed 

percent of heavy vehicles under Nebraska conditions ranged from 25% to 35%.  

2. To incorporate the impact of trucks, HCM uses PCE which is based on a two-lane 

highway, not under work zone conditions.  

3. The HCM assumes a saturation headway of 1.89 seconds, whereas the 

preliminary field observations ranged from 3.5 to 4.5 seconds.  

4. The work zone travel speed, on average, was 20% to 30% slower than the HCM 

prediction.  
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5. The HCM6 optimal green time model does not consider the effect of traffic 

demand. The optimal green time is derived from a field study with a work zone 

length of 800 feet. Therefore, the use of the same signal timing for various ranges 

of traffic demand and work zone lengths may not necessarily maximize the 

operational efficiency (e.g., reduce delay and/or increase capacity). The classic 

pre-timed signal control models that can be adopted in determining the 1L2W 

work zone signal control plan (i.e., cycle length, green time) include 1) Webster 

model, which adjusts the lost time due to the work zone clearance time (Webster 

1958); and 2) Schonfeld model, which is originally a queuing theory-based model 

(Schonfeld 1999) and can be used for a work zone signal timing plan. These three 

traffic control models may be adopted in different traffic volume scenarios (Hua 

et al. 2019). For a low or moderate volume, the flagger model and actuated signal 

control model perform better than the pre-timed signal control models. The 

flagger control model with optimized gap-out distance performs better in 

minimizing stop delay and queue length under low volume (less than 200 

pcu/h/direction) or high volume (420 ~ 580 pcu/h/direction). The actuated signal 

control model performs better in minimizing queue length under moderate volume 

(220 ~ 400 pcu/h/direction). For a high-volume scenario where pre-timed signal 

control may be appropriate, the Webster model outperforms the Schonfeld model 

for vehicle throughput.  

2.2.3  Work Zone Simulation Models 

When field measurements of work zone performance measures for various traffic 

conditions are not feasible, often a simulation model is used to conduct an alternative analysis. 
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Simulation studies are beneficial to represent the stochastic nature of traffic found in a real-world 

situation. It is worth noting that, even though microsimulation models have been extensively 

applied for transportation-related studies, it has not been widely used in the case of two-lane 

work zone conditions.  

With the help of simulation, vehicle delays, queue lengths, and capacity are typically 

modeled as a measure of the two-lane work zone performance (Cassidy and Han 1993). Using 

VISSIM, one of the most used microsimulation tools, Zhu modeled a flagger-controlled two-lane 

work zone (2015). A 300 feet gap-out distance (i.e., 300 feet sensor) was used to imitate the 

flagger behavior. The findings from the field calibrated VISSIM model aided to develop an 

analytical work zone model capable of estimating performance measures such as capacity, 

control delay, and average queue length. Another work conducted by Hua et al. used the VISSIM 

simulation model to estimate performance measures such as average delay, queue length, and 

throughput under different signal control techniques (Hua et al. 2019).  

The impacts of the work zone on the capacity for a lane closure on a two-lane highway 

may also be simulated using FlagSim (Washburn et al. 2008). The FlagSim simulation model 

used a gap-out distance with a maximum green time of 300 seconds to imitate the distance gap 

method. Three flagging operations can be simulated: distance gap method, maximum queue 

length method, and fixed-timed method. Field data with a wide range of traffic conditions and 

impacts of grade are used (Watson et al. 2015) to calibrate the model. The FlagSim generated 

work zone traffic flow data are used to develop analytical models to calculate work zone travel 

speed, saturation flow rate, queue delay, and queue length. A common guideline of using 

microsimulation tools can significantly compensate for the underlying shortcomings. 
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The guidelines for applying traffic microsimulation modeling software provide 

approaches for developing and applying the microsimulation model to transportation analysis 

problems (Wunderlich et al. 2019). The overall goal of this guideline is to encourage 

comprehensive experimental design based on varying travel conditions, rather than using an 

ñaverageò day. More emphasis has been put on selecting criteria statistically valid and derived 

from field observation. This process is considered in the calibration process adopted in this 

report. Among different criteria of applying different microsimulation software, the calibration 

can be considered the most crucial task for the analysis being trustworthy and reliable. The two-

lane work zone can be modeled as a two-phase signalized intersection in simulation considering 

two critical aspects, 1) modeling of clearance interval without vehicular conflict, and 2) 

modeling of the right of way allocation technique similar to field observation. The NCHRP 

(Project 03-106) report provides a guideline for two-lane work zone calibration using VISSIM 

(Zhu 2015; Schoen et al. 2015). Calibration data typically involve speed, headway, travel time, 

average cycle length, and average stop time. 

2.2.4 Work Zone Model Optimization  

Optimization techniques are applied to work zone models to balance the trade-off 

between delay and operation costs. Typical optimization techniques may compare the queueing 

delay model and user/agency cost model to find the optimal strategy. These techniques often 

require accurate data collection before the model application (Huang and Shi 2008). Variables 

that can be optimized include:  

(1) work zone length; a shorter length of work zone decreases the delay while increasing the 

operational cost. Capacity can be increased with relatively shorter work zone length in the 
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case of moderate to high traffic demand (Ceder 2000; Schonfeld and Chien 1999; Chen and 

Schonfeld 2007; Zhu 2015). 

(2) speed; an increase in travel speed decreases the project cost (Chien et al. 2002). A higher 

travel speed within the work zone also increases the capacity (Zhu 2015). 

(3) traffic flow/headway; higher headways cause the traffic flow to exceed work zone capacity 

(Huang and Shi 2008). Typically, high traffic flow is associated with adversely impacting the 

work zone performance measures.  

(4) cycle length; a longer cycle length increases the delay cost while decreasing the operational 

cost (Schonfeld and Chien 1999). While a longer cycle length may increase delay, a shorter 

cycle length may cause occasional cycle failure and aggressive driving behavior. 

(5) control type; to maximize the work zone operation, traffic signal assignment should be 

based on actual traffic demands (Zhu 2015). The actuated traffic signals maximize the green 

phases to leverage traffic demand from both directions, which may be an appropriate 

replacement for the flagger control method (Son 1999; Shibuya et al. 1996).  

(6) work zone duration/start and end time; the optimal work zone durations and schedules 

vary dramatically with different input parameters (Chien et al. 2002). Thus, highway 

agencies need to consider maintenance breaks versus uninterrupted work when scheduling 

work zone activities and the tradeoff between the agency costs and the user costs. 

2.2.5 Work Zone Traffic Analysis Tools  

Optimization techniques are applied to work zone models to balance the trade-off 

between delay and operation costs. Typical optimization techniques may compare the queueing 

delay model and user/agency costs. 
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Traffic analysis tools help to strategize prior to starting a work zone and to monitor the 

work zone performance. The tools help the practitioner to estimate the mobility impacts of the 

work zone, which are crucial for assessments of factors such as safety, economic, and other work 

zone-related impacts (Hardy and Wunderlich 2008). Analysis tools associated with mobility 

impacts and road user costs can use a spreadsheet-based HCM method (FHWA WZ RUC 2011; 

Ellis et al. 1997). 

Most of these spreadsheet-based tools are developed based on HCM methodologies or 

adapt the partial application of it. These tools mainly use traffic demand data and capacity to 

estimate the mobility impact, and they are often used for the early stages of a project as the tools 

often adapt a simplistic approach. Below are some of the most popular tools for analyzing work 

zone impacts on mobility and user cost. 

· WorkZoneQ-Pro is a work zone software used for performance measures (e.g., capacity, 

speed, queue length) and user cost for lane closure cases for freeway and two-lane work 

zones. For two-lane highway lane closure, delay and queue length are computed based on 

the HCM6 methodology. However, the signal timing is not based on the HCM6 

recommendation. Furthermore, travel speed estimations are not based on HCM6, as 

WorkZoneQ-Pro considers the effects of work intensity and the speed control techniques 

while estimating the travel speed. Three sources have been reported to form the user cost 

estimation: 1) FHWA Report on work zone road user costs, 2) American Transportation 

Research Institute Report, and 3) State DOTs default values. 

· QUEWZ is a work zone road user cost estimation software tool used for freeways and 

was originally developed for Texas DOT (QUEWZ-98). The QUEWZ estimates costs for 

three segments of a freeway work zone, 1) the work zone itself (a freeway segment with 
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reduced capacity due to lane closures), 2) speed-change areas where vehicles decelerate 

to and accelerate from the work zone, and 3) a queueing area upstream from the work 

zone, where vehicles queue when incoming traffic demand exceeds the work zoneôs 

capacity (Ishimaru and Hallenbeck 2019). 

· QuickZone is a sketch-planning tool developed by FHWA. QuickZone can estimate 

travel delay time, queuing, and delay costs per vehicle hour for roadway segments under 

the work zone and for the alternative segment. This tool uses a deterministic delay 

estimation algorithm to estimate traffic delays and queuing. While the interface is simple 

and easier to use, it may require more time and effort than similar spreadsheet-based tools 

(FHWA WZ RUC 2011; Edara 2006). 

· CA4PRS (Construction Analysis for Pavement Rehabilitation Strategies), is a decision-

support tool for transportation agencies that helps to select effective and economical 

strategies for highway maintenance and rehabilitation projects (CA4PRS Software 

FHWA, 2019). The software has three interactive analytical modules: 1) a scheduling 

module to calculate project duration, 2) a traffic module to quantify the impact (e.g., 

delay) of work zone lane closures on the traveling public, and 3) a cost module to 

estimate total project costs. 

It has been shown that applying only deterministic approaches, as shown in most of the 

above-mentioned tools, always results in underestimating work zone delays (Chien et al. 2002). 

For example, Chitturi and Benekohal (2004) compared the output of QUEWZ and QuickZone 

with observed data from freeway work zones. The authors reported that when there is queuing 

QUEWZ overestimated capacity and when there are no queues, capacity is underestimated. 

QUEWZ also underestimated the observed average queue length and overestimated average 
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speed. For QuickZone, the authors reported that queue length and total delay were generally 

underestimated.  

There have been several work zone evaluation methodologies proposed in the literature. 

One such typical example that NDOT usually refers to is the work zone queue length and delay 

methodology proposed by Chiturri and Benekohal (2010). The authors presented a methodology 

that can be used to quantify the mobility impact by considering the effects of cars and heavy 

vehicles' speeds and delays separately. The impact of the vehicle types on speed variation is used 

to compute the capacity of the work zone at operating speeds from speed-flow curves. Then the 

work zone queue length and delay (both moving delay and queue delay) are computed from the 

speed and capacity estimates. It is important to note that a deterministic procedure e.g., an input-

output analysis is used to estimate the work zone queue delay, and the moving delay is computed 

from delay-based passenger car equivalent values for work zones. Also, the methodology might 

underestimate delays for non-breakdown conditions because the authors assumed that for no 

flow breakdown conditions vehicles will maintain speed at the upstream of the lane closure zone, 

which is atypical.   

2.3 The Value of Travel Time  

The value of travel time (VTT) is one of the most important conceptions in transport 

economics and its estimation has been the topic of extensive academic and applied work. It is 

widely used in transport policy analysis, such as high-speed rail construction, congestion costs, 

quality improvements to local bus service and inter-urban train services, and infrastructure 

improvements. It is also used in composing a generalized cost for use in forecasting travel 

demand. There is an agreement that the practice of most governments is to maintain a standard 
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VTT, which applies to all amounts of time, even if these could clearly be labeled as gains or 

losses. 

The value of travel time for a particular individual may vary significantly based on some 

characteristics: 

¶ The characteristics of the traveler (e.g., income level). 

¶ The purpose and type of trip (e.g., commuting, personal, recreation, or business-

related). 

¶ Travel conditions (e.g., traffic congestion or poor weather). 

¶ The transportation mode (e.g., bus, car, or walk). 

¶ The time of trip (e.g., going home at the end of the day versus going to 

work in the morning). 

¶ The length of travel (e.g., long or short distance). 

¶ The location (intercity/interstate versus local trips or urban/rural). 

 

The widely used theory of time allocation and how the value of travel time is estimated 

is often referenced to Becker (1965). In Beckerôs theory, time could be converted into money 

by assigning less time to consumption and more time to work, which describes economic 

decisions under limited time allocation. Therefore, the first concept of the VTT was that 

consumption has a time cost of not earning money (Jiang 2004). Different researchers 

employed different approaches for estimating the value of travel time. The first approach 

involved the development of a regression model to explain variations in the value-of-time 

estimates across studies as a function of important variables, such as journey purpose, mode 

used and mode valued, type of data, GDP, and distance. Waters (1995) analyzed an 
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international comparison of values of time. 

However, a problem with this method is that collected variable data cannot possibly 

cover all sources of variation in the value of time; for example, researchers cannot control 

different income levels across studies, nor different sample selection strategies in general, and 

the estimated values of time may be a function of the size or sign of the time variation involved. 

However, the variables about which researchers have collected information are expected to 

represent the principal influences on the value of time, and it is assumed that the net effect of 

unexplained variation in the value of time is randomly distributed across studies and is 

accounted for by the regression model's error term. 

For each value-of-time estimate, corresponding information was collected about the year 

and quarter of data collection and associated GDP and RPI, sample size, distance and whether 

the journeys could be classified as urban, suburban, or inter-urban, the type of data used in 

estimation, journey purpose, the choice context, the mode used and the mode valued, the 

location, the purpose of the study, and the means of presenting. Researchers conducted the 

national value of time studies in many countries (UK, Sweden, Finland, France, etc.) 

considered the experimental data collection methods such as stated preference and results 

based on conventional revealed preference method. Wardman (1987) conducted an empirical 

study using stated preference data to determine the distribution of individual values of time. 

Ahsen et al. (2002), Richardson (2004), Antoniou et al. (2007), Tseng and Verhoef (2008), 

and Xumei et al. (2011) also employed a stated preference approach for estimating VOT. 

There are two other approaches to the valuation of travel time: revealed preference (RP), 

based on observation of alternative travel choices involving different costs; and stated 

preference (SP), based on hypothetical choices made by individuals of routes and modes, again 
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involving different costs, using market research type techniques. Merkert (2017) concludes 

that there seems to be an agreement in the literature that RP is more appropriate to evaluate 

willing-to-pay (WTP) for existing links while SP is more useful when evaluating hypothetical 

choice alternatives (such as the entry of a competitor or new product on certain routes) of 

existing or new links with significant changes in the levels of service and fares which are not 

observed in real markets. David Metz (2008) finds the RP valuations to be significantly larger 

than the SP valuations for both business and non-business trips. 

Considering the value of travel time is calculated based on different angles, the summary 

of the main measurement methods is in Table 2.6. 

Table 2. 6 The Main Measurement of the Value of Travel Time 

Measurement Description Authors 

 

Income 

Treat the value of travel time 

as an increasing function of 

income levels 

Athira et al (2014), Small et 

al. (1999), Mark Wardman et 

al. (2016) 

 

GDP 

Value of travel time is equal 

to the ratio of GDP per capita 

and working time per capita 

Lasmini Ambarwati et al. 

(2017), Weibin Kou et al. 

(2017), Mark.  W. et al. (2016) 

 

 

 

 

Regression estimation 

Revealed preference (RP), 

based on observation of 

alternative travel choices 

involving different costs 

David Metz(2008), 

Brownstone and Small (2005), 

Fezzi (2004) 

 

Stated preference (SP), based 

on hypothetical choices made 

by individuals of routes and 

modes, again involving 

different costs 

Ahsen et al (2002), 

Richardson (2004) Antoniou 

et al (2007), Tseng and 

Verhoef (2008) and Xumei et 

al (2011), Algers et al 

(1998), Kouwenhoven 

(2018), Calfee (1998) 
 

2.3.1 The Size and Sign of the Value of Travel Time 

With regard to theory, the value of time will vary with the size and sign of the time 

variation if the utility  function is non-linear with respect to time. In addition to constraints on 



45 
 

the transferability of time and rescheduling activities, the value of travel time can theoretically 

be defined as the opportunity cost of travel minus the direct utility  from spending time during 

the trip (Kouwenhoven 2018). In this context, income is important in calculating the monetary 

value of travel time. The value of travel time is often reported as a percentage of the hourly 

wage to facilitate comparison across different studies. Johnson (1966) explaines that the 

reason why the value of non-work time equals the wage rate is the absence of work time in the 

utility function. 

In many papers, the official appraisal practice in many countries increases values of 

time directly in line with income. Athira et al. (2014) reveal that income and trip length has a 

substantial influence on the value of travel time. As income increases, VOT also increases. 

However, Small et al. (1999) and MVA  Consultancy et al. (1994) have concluded such 

reporting does not implicitly  assume a relationship between the value of time and income 

through the surveys they conducted. In addition, Mark Wardman et al. (2016) provide a wealth 

of cross-sectional evidence indicating the income elasticity is somewhat less than one and 

there is lack of convincing support for the convention that treats VTT as hourly time. They 

developed a model to measure VTT via per capita gross domestic product (GDP) based on 

purchasing power parity (PPP) exchange rates (GDP_PPP). Weibin Kou et al. (2017) think 

VOT could be calculated by partial of the travel time change and travel cost change. Lasmini 

Ambarwati et al. (2017) think the value of travel time is equal  to the ratio of GDP per capita to 

working time per capita. Algers (1998) assumes the cost of travel equals labor income. Shires 

(2009) estimates an income elasticity of about 0.5 for business travel, 0.7 for commuting, and 

0.5 for other passenger transport. 
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2.3.2 Gap between WTP and WTA Measures of Value of Travel Time 

Some scholars analyze the value of travel time from the angle of WTP and WTA. As the 

normal definition, willingness to pay (WTP) is the maximum amount of money a consumer (a 

buyer) is willing to sacrifice to purchase a good/service or avoid something undesirable. In 

contrast, willingness to accept (WTA) is the minimum monetary amount ʘ person is willing to 

accept to sell a good or service, or to bear a negative externality. In a Hicksian framework 

equivalent loss is associated with willingness to pay (WTP) and equivalent gain is associated 

with willingness to accept (WTA). The gap between equivalent loss and equivalent gain is 

explained by income effect (Willig 1976). When evaluating consumersô choices between 

different transportation alternatives, the value of time is a fundamental concept. The value of 

time is calculated as a trade-off ratio of the time coefficient to the cost coefficient. VTT depends 

on several parameters and varies from country to country, industry to industry, and even from 

individual to individual. Becker (1965) is probably the first to introduce the allocation of time 

over various activities in the analysis of consumer behavior, thus offering the micro-economic 

framework needed to establish the shadow price of time savings. 

Some scholars report there are gaps between WTP and WTA in previous studies 

(Ramjerdi et al. 1997; Algers et al. 1998; Hultkrantz and Mortazavi 2001). However, these 

studies do not address the nature of these gaps. De Borger and Fosgerau (2006) recently 

examine the nature of the gaps between WTP and WTA measures of the value of time by using 

the theory of reference-dependent preferences, which is the first study that addresses the nature 

of WTPïWTA disparities in the value of time (Farideh Ramjerdi et al. 2007). Hanemann 

(1991) offers an alternative explanation and suggests the large gap between equivalent loss (EL) 

and equivalent gain (EG), and hence WTP and WTA, can be explained by income and 
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substitution effects. Zhao and Kling (1998) look into real options for explaining the gap. They 

suggest that observed WTA and WTP diverge from equivalent loss and equivalent gain can be 

explained by commitment costs. Using data collected for the 1994 Swedish Value of Time 

Study, Farideh Ramjerdi et al. (2007) examine the evidence on the WTP and WTA gap in 

the Swedish Value of Time and explained WTA estimation is usually bigger than WTP. 

2.3.3 The Value of Travel Time Savings 

Some researchers estimate VTT via VTTS (value of travel time savings). VTTS can be 

defined as the willingness to pay for time reallocation between two alternative activities (Huq, 

2007). The VTTS is usually derived as the marginal rate of substitution between travel time 

and cost coefficients, typically as found in discrete-choice models of stated-preference data, 

revealed-preference data, or a combination of these (e.g., Small et al. 2005). Jiang (2004) 

interprets the VTTS as consisting of the value of re-assigning time to other activities, as well as 

the value of the direct change in the utility of travel. Therefore, the VTTS is relevant to the 

following factors: 1) alternative uses of the saved time to other activities, 2) travel 

environments, and 3) individual socioeconomic environments. But Andrew Daly (2019) thought 

VTTS is misleading in estimating VTT since that unlike money, time cannot be stored or 

borrowed. 

2.3.4 Meta-analysis in Value of Travel Time 

Many scholars employ meta-analysis in transport research trying to go beyond 

traditional literature reviews that just list findings of previous papers, especially in recent years. 

Shires (2009) defines meta-analysis as the statistical analysis of analyses. A number, usually 

large, of previous research studies is analyzed using statistical methods. Button (1995) uses 29 

observations and explained the VTTS from travel purpose, mode, and country group in a linear 
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regression. None of these variables emerged as statistically significant, which may result from 

the small sample size. Rietveld (2000) carries out a regression analysis to apply meta-analysis to 

explain price elasticities of transport demand (various modes). Wardman (2004) performs a 

regression analysis explaining the natural logarithm of the VTTS, which obtained many 

significant coefficients (travel purpose, mode, distance class, GDP, stated versus revealed 

preference). Shires (2009) conducts an international meta-analysis of the value of travel time 

and finds significant effects for purpose (business, commuting). Comparisons with existing 

literature suggest that the results derived from the meta-analysis might prove a useful tool for 

the estimation of the value of travel time where it is not possible to estimate it by direct 

methods.  
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3 WORK ZO NE SIMULATION MODEL DEVELOPMENT  FOR 

NEBRASKA 

The state-of-the-art literature review presented in Chapters 2 and 3 on work zone traffic control 

techniques and the existing traffic operation analysis models and tools show that: 

¶ The most common practice for a two-lane highway work zone operation control is 

the human flagger technique, with or without the help of a pilot car. Human flagger 

operation is mostly based on the concept of the actuated signal control technique and 

thus can be modeled as a two-phase actuation traffic control using microsimulation. 

¶ Intelligent or smart work zone systems are used to control freeways or multilane 

highway work zones and to provide real-time actionable information to approaching 

drivers. The automatic queue detection system is one type of smart work zone setup 

that has been promoted by the FHWA because it has been shown to successfully 

reduce the average travel speeds and their variations. Therefore, multilane work 

zones can be modeled by mimicking vehicle speed reductions using microsimulation  

¶ However, simulation guidelines for work zone model calibration are not adequately 

addressed. Additionally, the recommendation of many existing models for work 

zone travel speed and optimized signal timing allocation warrants further validation.  

A typical way to model work zone operations, as recommended in the HCM6, is to 

investigate the impacts of various factors on work zones using a microsimulation platform with 

the aid of a robust empirical data. Therefore, this chapter explains how a traffic microsimulation 

model was developed and calibrated under Nebraska conditions for both multilane/freeway work 

zones and two-lane highway work zones. It should be noted that each section of this chapter 
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constitutes a technical paper peer-reviewed and presented at the 101st Annual Meeting of the 

Transportation Research Board. 

3.1 Calibration &  Validation Method for Simulation Models of Intelligent Work Zones  

Work zones have become an essential and integral feature of U.S. highways. A work 

zone is set up when there is a need for resurfacing, restoration, or rehabilitation on an existing 

roadway, which usually requires the closure of a traffic lane. The goals of work zone 

management are to 1) maintain an efficient flow of traffic, and 2) decrease, and hopefully 

eliminate, the risk of injury and death to construction workers and the traveling public. 

Traditionally, the upstream of the work zone is equipped with static message signs that 

convey advance notifications or visual guidance to drivers. However, static signage cannot 

provide motorists with real-time information on expected queuing, travel time, delay, or speed at 

the work zone. This is particularly problematic if the roadway geometry is such that drivers 

cannot see downstream queues or when the queues extend upstream to locations that drivers may 

not expect to find them. 

To overcome these issues, intelligent work zone (IWZ) systems have been adopted over 

the last two decades. The basic characteristics of these IWZ systems are that they need to be 

automated, reliable, and portable. In addition, they should have the ability to obtain and analyze 

current work zone traffic conditions in real-time and communicate actionable information to 

motorists. 

One IWZ that has been deployed recently is automatic queue detection (AQD) systems. 

A typical AQD system includes detectors for speed detection near the taper of the work zone and 

a portable dynamic message sign (PDMS) upstream of the work zone. A computation algorithm 
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is used for processing speeds to identify certain traffic conditions (e.g., slow-moving or stopped), 

and to feed the upstream PDMS with predefined warning messages. In this way, motorists will 

be forewarned when they encounter slower traffic and/or queued vehicles downstream. 

Several studies have concluded that AQD systems effectively improve mobility and 

safety (Hourdos et al. 2017). In addition, many state Departments of Transportation (DOTs) have 

adopted guidelines for implementing AQD systems at work zones (Hourdos et al. 2017; Roelofs 

and Brookes 2014; Pesti et al. 2018; Ullman and Schroeder 2014; Hallmark et al. 2020; 

Domenichini et al. 2017; Bham and Leu 2018). Not surprisingly, the use of AQD systems has 

become increasingly popular over the past decade. However, some design features including the 

location of the detectors, the spacing of the dynamic message signs, and the effectiveness of the 

warning system vary across state DOTs because a consensus on best practices has not yet been 

achieved by the transportation engineering profession (Huebschman et al. 2003; McCoy and 

Pesti 2002; Strawderman et al. 2013; Khazraeian et al. 2017).  

The application of microsimulation models, for the analysis of complex issues such as the 

IWZ systems, has become a common practice in transportation engineering because of their 

convenience and cost-effectiveness (Appiah et al. 2012; Zaidi et al. 2012; Pesti et al. 2013; 

Appiah et al. 2011). This is particularly true in situations where designed experiments are 

impossible to conduct because of ethical considerations. As an example, conducting a designed 

experiment on where to best locate PDMS and what message to display on them would open the 

DOT to liability issues in the case of a serious car crash that resulted in injury or death. 

Consequently, almost all field AQD research is based on observational studies. 
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Interestingly, there has been no study that involves the use of calibrated and validated 

microsimulation tools to analyze the effectiveness of speed reduction strategies used in the 

freeway AQD systems. It is hypothesized in this research that a well-calibrated microsimulation 

model will be useful for studying the traffic impact of AQD systems and, potentially, help 

identify where the AQD system components should be placed. 

The objective of this section is to develop a guideline for calibrating and validating a 

microsimulation model that can be used to perform replicable, reliable, and detailed analyses of 

the AQD system at freeway IWZs. Specifically, the section will first introduce the field 

deployment of AQD systems. Then, a general process of the simulation development and 

calibration for the AQD system is provided. Next, a test site is selected to demonstrate the 

calibration process and validation results. Finally, a discussion and recommendations are 

provided at the end of the section. 

3.1.1 Multilane Work Zone AQD Traffic Simulation Model Development  

The initial development of the simulation model includes developing a basic model of a 

generic AQD work zone including lane geometry and configuration, work zone merging 

locations, initial speed distributions by vehicle type, traffic demand, etc. The second step is to 

code the AQD system logic within VISSIM using the VisVAP. This is done through a series of 

surrogate settings. First, a pair of loop detectors are placed in each lane at the beginning of the 

work zone taper. Then, two desired speed decision points are added upstream of the loop 

detectors at two locations, as shown in Figure 3.1. The distances of the two locations from the 

detectors, d1 and d2, correspond to the actual distances of the two PDMS sets to the field 

detectors, respectively.  
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Figure 3. 1 AQD system realization in simulation 

In the simulation model, a flashing amber signal is used to assist the analyst in identifying 

what message would be displayed on the PDMS under the current speed conditions. The flashing 

amber, whether it is active or not, does not affect the simulated driversô speeds.  

Intuitively, for the simulation model to accurately represent reality, the model has to 

replicate what drivers do when they encounter a given PDMS message. Essentially, the driving 

behavior in response to the PDMS warning message is achieved through the use of desired speed 

distributions input by the users. Note that the desired speed refers to the vehicleôs operational 

speed that is not being impeded by another vehicle. For a given vehicle, the actual operating 

speed may be influenced by other vehicles in its near vicinity. Therefore, the distribution of the 

desired speeds at each PDMS location needs to be obtained such that the distribution reflects 

free-flow traffic at that location. The method for ensuring this will be discussed in detail later in 

the section. 

3.1.2 Simulation of the AQD System Using VAP 

In this study, the AQD system logic, as shown in Figure 3.2 (a), is coded using the 

VisVAP application. VisVAP is a graphical editor that has the ability to retrieve information 

(e.g., instantaneous vehicular speed) from the virtual loop detectors in the VISSIM model as the 

simulation model is running. It then uses the information to ascertain current conditions (e.g., 
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average traffic speed), which is then used to identify which desired speed distribution the 

simulated vehicles will follow. There are three critical components to the AQD system logic as 

seen in Figure 3.2 (b). The three parts are discussed in detail below. 

 

 

(a) AQD system logic                 (b) VAP realization codes 

 

Figure 3. 2 Flowchart of the AQD system algorithm. 

 

1. Signal states check 

In this section, the flashing amber is used to identify the current signal states (e.g., on/off) 

in the VAP logic. More importantly, the flashing amber is used as a substitute for the warning 

message displayed in the simulation. This flashing amber allows a user to monitor whether the 

warning message is activated or not as the simulation runs. 
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As illustrated in Figure 3.2, at each step of the simulation run, the flashing amber should 

always be in one of two states: on and off. Specifically, when the flashing amber is in the ñoffò 

state, no warning message is deemed to be posted in the simulation model. However, when the 

flashing amber is in the ñonò state, it visually indicates that one of the two warning messages is 

activated. The current traffic condition (e.g., speed) is estimated at each time step to determine 

which desired speed distribution the vehicles should follow and whether the flashing amber 

should be activated. 

2. Travel speed conditions 

The loop detectors in VISSIM are able to collect various types of data such as speed, 

count number, headway, and the presence and occupancy of a vehicle. These data are used 

within the simulated AQD evaluation system to identify current speed conditions, identify what 

message to present on the PDMS, and identify desired speed distribution to use at the PDMS 

locations in simulation. The rolling-average speed, where the average is taken over K minutes, is 

estimated in VisVAP using Equation 3.1. 

ὺӶ  
В

, ᶅ ὸ = 1,é, T 
        

Eq. 3.1 

where,   

K Duration of rolling average speed (minutes)  

ὺӶ K-minute rolling average speed at time period t (mph)  

vi Average speed of vehicles during time period i (mph) 

T Number of time periods 
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The rolling average speed ὺӶ is then compared to a speed threshold S0, which is defined 

according to the traffic conditions at the work zone (i.e., free-flow, slow-moving, or stopped 

traffic). Note that currently, the NDOT AQD system assumes the speed threshold (S0) is 45 

mi/h. This value can be identified on a site-by-site basis. 

As an example, for the NDOT AQD system, the rolling average speed is taken over K=3 

minutes. When the estimated average speed value ὺӶ is greater than S0 then it is assumed that 

there is no congestion and the PDMS does not display a message. 

3. Desired speed distribution 

In VISSIM, vehicles are assigned speeds at the location where the user indicates the use 

of a ñdesired speed decisionò. The simulated vehicles will follow, if possible, the desired speed 

distribution defined by the user. The goal is to reflect actual driver behavior when the drivers 

ñseeò a given message on the PDMS.  

It is important to note that the quality of the desired speed distribution affects the 

accuracy of the microsimulation results. Therefore, it is critical the desired speed distributions 

should reflect the actual conditions at the work zone. For example, consider a situation where 

drivers in the field are observed to slow down an average of 5 mph when seeing a warning 

message. If drivers in the simulation are modeled as slowing down an average of 10 mph when 

the message is active, the results show the AQD system operating better than it would in the 

field.  

By definition, the desired speed distributions should be obtained from empirical 

observations of free-flowing vehicles in the field. This is because VISSIM uses this information 
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to model what the drivers would do when they are free to choose their speeds in the absence of 

any other vehicles. Similarly, the modeler should know the desired speed distribution associated 

with each message that is displayed on the PDMS. This would also be collected from field data 

under free-flow conditions. 

Once these distributions are obtained, each one is input into VISSIM using a cumulative 

distribution function disaggregated by vehicle type (e.g., passenger cars (PCs) and heavy 

vehicles (HVs)). In summary, for the Nebraska AQD system, there is a total of six desired speed 

distributions for an AQD simulation model: two for each PDMS location, two for each message 

display (e.g., warning or no warning message), and two for each vehicle type. These desired 

speed distributions are based on empirical measurements at the site. 

3.1.3 AQD Work Zone Model Calibration 

This study follows a standard microsimulation model calibration protocol (Schoen et al. 

2015; Wunderlich et al. 2019). Specifically, a 15-min warm-up time is used, which is about 

twice the free-flow travel time on the entire road network. This provides enough time for the 

network to reach steady-state conditions. Five different random seeds are used to replicate the 

simulation scenarios for each combination of parameters to be calibrated. The average of the five 

simulation runs is then compared to the field data. 

Three sequential steps are used for model calibration, which is, to estimate the desired 

speed distribution data, modify the car-following headway data, and finally calibrate the HV 

acceleration/deceleration parameters. These three steps are discussed as follows: 
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Step 1: Estimate the desired speed distributions. It is assumed drivers respond to the 

warning display (e.g., begin to slow down) immediately when they pass through the PDMS 

location. In this study, this means as vehicles pass through the PDMS they are assigned a desired 

speed that follows a specific desired speed distribution. In this section, it is assumed that the 

underlying desired speed distribution is normal with a mean of ‘Ƕ and a standard deviation of „ 

(i.e., N(‘Ƕ, „)). The desired speed distributions are obtained from the field data when the traffic is 

under free-flow conditions. It should be noted the speed distributions are disaggregated by 

vehicle type (e.g., car and trucks) because it has been shown in the Western U.S. free flow 

speeds can vary greatly according to vehicle type (Zhou et al. 2019; Hurtado and Rilett 2021). In 

addition, the desired speed distributions are disaggregated by locations (i.e., PDMS1 vs. 

PDMS2) and by displayed messages (i.e., SLOW vs. STOP). In summary, the simulation model 

requires six-speed distributions, and each of these are based on empirical studies conducted on 

the test bed. 

Step 2: Measure empirical car-following headways. Three parameters that directly 

contribute to the safety distance of car-following are the focus of the calibration step. These aree 

selected based on the literature review which indicated they have a great impact on the VISSIM 

driver behavior in work zones (Dong et al. 2015; Jehn and Rod 2019; Yeom et al. 2016). They 

are: 1) the standstill distance CC0, in feet, which refers to the desired minimum distance between 

two standing vehicles (i.e., lead and following) when both are stopped; 2) the time headway 

CC1, in seconds, which refers to the desired time between the lead and following vehicles; and 

3) following variation CC2, in feet, which refers to the longitudinal oscillation as a driver moves 

closer to the lead vehicle. The safety distance is defined in VISSIM as the minimum distance a 

driver will keep in the car-following status. The minimum safety distance is a function of CC0 
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and CC1 at a given speed v. The third parameter, CC2, is used to represent a static buffer. The 

car-following distance dx_safe variable is a function of all three parameters as shown in Equation 

3.2. 

 ὨῲίὥὪὩὧὧπ ρȢτχzὺz ὧὧρ ὧὧς Eq. 3.2 

 

This study focused on calibrating the desired time headway CC1 because it has the 

greatest influence on car-following behavior (Dong et al. 2015). A previous study recommended 

that using the empirical headway distribution to calibrate the model would be ideal (Jehn and 

Rod 2019). In other words, the calibration step will attempt to identify parameter values CC0, 

CC1, and CC2 such that the resulting simulated headways and empirical headways are 

equivalent. 

The empirical headway is defined as the time difference between any two successive 

vehicles from the same lane when they cross a given reference line, which is calculated using 

Equation 3.3. 

 Ὤ Ὕ Ὕ    ᶅὮ ρȟȢȢȢȟὐ      Eq. 3.3 

where,   

i  = lane number  

j = vehicle number, the vehicle j is behind the vehicle (j-1)  

hij = headway of vehicle j in lane i, seconds  

Tij  = timestamp at the reference line of vehicle j in lane i, seconds 
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The headway measured in the field cannot be directly applied to the model. This is 

because, in VISSIM, CC1 represents the time gap between the first vehicleôs rear bumper and 

the successive second vehicleôs front bumper in the same lane. In other words, CC1 does not 

include the time for the vehicle to clear the reference line. Thus, the distribution of CC1 is 

identified from the empirical headways using Equation 3.4. 

 
ὧὧρ Ὤ

ὒ

ὠ
     ᶅὮ ρȟȢȢȢȟὐ      Eq. 3.4 

where,   

ὧὧρ  = CC1 for vehicle j in lane i  

Li(j-1) = the length of the front vehicle j-1 in lane i  

Vi(j-1) = the speed of the front vehicle j-1 in lane i at the reference line 

Apart from CC1, the parameters CC0 and CC2 are also closely related to the car-

following headway. It is hypothesized that CC0 and CC2 will be larger than, or at least equal to, 

the default values under work zone conditions (Yeom et al. 2016). In this section, the parameters 

CC1, CC0, and CC2 were identified from empirical observations. Note they could also be part of 

the calibration step. 

Step 3: Calibrate HV acceleration parameters. The default acceleration curves for 

simulating HV movements in VISSIM are based on data from Western European conditions. It is 

hypothesized this assumption might not be directly applicable to modeling the U.S. HV fleet 
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(Jehn and Rod 2019). Therefore, it is decided to calibrate the acceleration parameters, including 

deceleration, to reflect the HV characteristics at the test site. 

In VISSIM, the default desired acceleration of HV is modeled as a distribution where the 

acceleration is a function of HV speed. Equation 3.5 shows the functional form for modeling the 

relationship between the desired acceleration, fa(v), and the vehicle speed v (Appiah et al. 2012). 

Similarly, the desired deceleration, fd(v), is modeled as a constant function in VISSIM, which can 

be expressed using Equation 3.6. 

 
Ὢὺ

Ὧ                 

ὯὩ
        π ὺ ὧ
ὺ ὧ

 Eq. 3.5 

 Ὢ ὺ • Eq. 3.6 

where,   

k1 = scale parameter, ft/s
2 

k2 = growth rate, h/mi 

c = shift parameter, mph 

ű = constant value, ft/s2 

In VISSIM, the default values of parameters k1, k2, and c for HVs are 2.5 ft/s2, 0.03 h/mi, 

and 20 mph, respectively, according to the curve fitting in Equation 3.5. The default value of 

parameters ű for HVs is -1.25 ft/s2. 

Consequently, this study considers the four parameters related to HV acceleration and 

deceleration functions (k1, k2, c, and ű) as unknowns that need to be calibrated. The objective of 

the calibration procedure is to minimize dissimilarities between field observed data and 

simulation output data, which can be expressed using Equation 3.7. 
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min{Ὢὼ , x = (k1, k2, c, ű) Eq. 3.7 

The search for the optimal combination of the parameter vector (k1, k2, c, ű) is based on a 

complete enumeration approach until a minimum value of f(x) is reached. It should be noted that 

an automatic algorithm may become necessary for parameter optimization when the objective 

function is complex with more parameters and thus the search space is large. 

The above objective function is, by definition, related to a measure of accuracy. In this 

section, the Root Mean Square Error (RMSE) statistic is used to determine the calibration 

accuracy. The RMSE statistic calculates the difference between the empirical data and simulated 

output, given a time interval (e.g., 15 minutes), which is expressed in Equation 3.8. 

 

ὙὓὛὉ
ρ

Ὕ

ρ
ὔ
В Ὁ

ρ
ὔ
В Ὓ

ρ
ὔ
В Ὁ

 Eq. 3.8 

where  

Ent = the empirical measure of n-th vehicle during t-th time interval (s)  

Snt = the simulated measure of n-th vehicle during t-th time interval (s) 

t = time interval, t = 1, 2, é, T 

n = vehicle number, n = 1, 2, é, Nt 

Nt = total number of vehicles in t-th time interval 



63 
 

In this section, the calibration objective is controlled such that an optimal set of values for 

parameter vector (k1, k2, c, ű) will satisfy both min{RMSE(k1, k2, c, ű)} and RMSE(k1, k2, c, ű) < 

20% based on previous best practice as described in the literature (Lu et al. 2014; Kan et al. 

2019). 

3.1.4 Multilane Case Study  

In this section, a field intelligent work zone (IWZ) test site with AQD systems on a 

freeway is selected to demonstrate the simulation calibration process. The test site, on the 

westbound I-80 located near Waco, Nebraska, is a four-lane freeway, with one lane closed. The 

work zone is approximately four miles long, starting at mile-marker 365.4 and ending at mile-

marker 361.4, and is active from April through October 2020. The original (e.g., non-work zone) 

speed limit is 75 mph. A 65-mph speed limit sign is set up at two miles upstream of the work 

zone and the speed limit is reduced to 55 mph at the taper of the work zone. Once the work zone 

ended the speed limit returns to 75 mph. 

The test site is equipped with a standard NDOT AQD system. A microwave Doppler 

radar detector is located at the taper of the work zone (detector mile-marker = 365.4). in addition, 

the first pair of the PDMS1 sets and the second pair of the PDMS2 sets are located 1.2 miles and 

3.2 miles, respectively, upstream of the detector on both sides of the road (PDMS1 mile-marker 

= 366.6 and PDMS2 mile-marker = 368.6). 

The AQD systems at the test site provide three types of data. First, the average speed, 

number of vehicles, and other data (e.g., vehicle class, headway) are obtained by the detector at 

the work zone taper. Second, the warning message and duration of any changes are obtained by 

the PDMS sets located upstream of the work zone. Third, surveillance cameras near the work 
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zone merging area are also available which allows the researchers to visually check the work 

zone operations. 

In addition to data provided by the AQD system, an additional data collection effort is 

conducted by the research team. The goal is to obtain data including traffic counts, vehicle 

headways, and travel time at or near the two upstream PDMS sets, respectively. As shown in 

Figure 3.3, three Miovision Scout kits, each including a camera and a WiFi receiver, are installed 

0.5-mile upstream, 0-mile, and 0.5-mile downstream of the PDMS that are marked as locations 

A, B, and C, respectively. The 0.5-mile spacing is chosen based on past data collection 

experiences and engineering judgment in that this spacing is long enough to capture the 

variability in speeds over space. 

It should be noted the Miovision Scout kits ñABCò are installed in two phases: phase 1 

from September 2 to September 5, 2020, for data collection at the PDMS2, and phase 2 from 

September 8 to September 11, 2020, for data collection at PDMS1, respectively. In this study, 

data from PDMS2 on September 3, 2020, and PDMS1 on September 9, 2020, are selected and 

processed to obtain traffic counts, vehicle headways, and travel time at 15-min time intervals 

from 8 am to 8 pm.  

 



65 
 

 

Figure 3. 3 The layout of the AQD System and Data Collection at the Waco IWZ Test Site 

(mm = mile-marker)   

To obtain travel time, all the three Miovision Scout kits at stations A, B, and C are used. 

Each Miovision Scout kit includes a WiFi receiver to capture MAC addresses from the moving 

vehicles on the road. The travel times, i.e., time differences, on segment AB and segment BC 

represent the traffic performance when vehicles traveled before and after the PDMS, 

respectively. An automatic MAC address matching algorithm is developed to obtain the segment 

travel time. Meanwhile, the research team also measures the segment travel time using the 

Miovision Scout cameras at each station.  

Specifically, five vehicles are randomly selected at a 15-min interval to manually match 

the video footage and calculate the travel time, which provides ñground truthò data to verify the 

large amount of travel time data obtained from the MAC address matching method. The Welch 

Two Sample t-test rejects the hypothesize that the means of travel time obtained using the two 

methods are different at the 0.05 significance level at both PDMS1 (on segment AB: t-stat = 

0.18, p-value = 0.855; on segment BC: t-stat = 0.19, p-value = 0.856) and PDMS2 (on segment 

AB: t-stat = 1.39, p-value = 0.164; on segment BC: t-stat = 0.96, p-value = 0.337). This indicates 

the validity of the large amounts of travel time obtained using the media access control (MAC) 

matching algorithm. 
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To obtain vehicle headways, 10 to 15 successive vehicles, in each lane, are measured at 

station B when their front bumpers pass the same reference line in the video. A maximum 

headway is defined in order to classify whether a vehicle is in ñfree flowò condition (e.g., not 

affected by other vehicles). In other words, the headway data is deemed valid when there is no 

slow traffic queued up to any of the PDMS and drivers are in a free speed choice when they pass 

through the PDMS. In this study, traffic conditions at the PDMS location when i) 15-min flow 

rate less than 1000 passenger car per hour per lane and ii) speed drop less than 25% of the free-

flow speed are used to determine the free-flow traffic at PDMS locations (Dong et al. 2015; 

Transportation Research Board 2010). Finally, the filtering condition resulting in the maximum 

headway for PCs and HVs are six seconds and eight seconds, respectively. 

At this test site, the AQD system is initially designed to convey three types of messages 

to the public for three traffic conditions, i.e., no warning, slow traffic warning, and stop traffic 

warning. Unfortunately, the detected speed data is accidentally truncated at 27.5 mph due to the 

temporary failure of detector firmware during the data collection period. Because of this, there 

are only two types of message status the PDMS displays, namely 1) the ñno warningò status that 

does not display any warning message, and 2) the ñwarningò status that only reflects a slow 

traffic status, regardless of whether a stop traffic warning is required. These two PDMS displays 

are triggered according to the speed threshold S0 = 45 mph, as can be seen in Figure 3.3.  

3.1.5 Multilane Simulation Model Input 

Apart from the basic model input with empirical data from the test site (e.g., traffic 

volume, HV percentage, etc.), it is argued in this section that information related to the desired 
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speed distribution and car-following headway are critical input requirements of the simulation 

model. These two steps are indispensable before conducting the model calibration. 

1. Desired speed distributions 

The empirical travel speeds on segment AB (before PDMS1 or PDMS2) and segment BC 

(after PDMS1 or PDMS2) are obtained through the measured length of the road segment 

dividing the segment travel time, respectively. The mean and standard deviation of travel speed 

samples are listed in Table 3.1. 

Table 3. 1 Desired Speed Distribution 

 

It may be seen in Table 3.1 that the average traffic speeds are higher around PDMS2 than 

around PDMS1 (i.e., 69.8 > 66.3 mph under no warning scenario, and 68.3 > 54.6 mph under 

warning scenario). It is hypothesized this occurred because the work zone speed regulations are 

reduced from 75 to 65 mph in the road segment where the PDMS2 is located and reduced from 

65 to 55 mph in the road segment where the PDMS1 is located.  

More importantly, at both PDMS1 and PDMS2 locations, the average traffic speeds when 

there is no warning message are higher compared to the average traffic speeds when a warning 

message is on display (i.e., 66.3 > 54.6 mph at PDMS1, and 69.8 > 68.3 mph at PDMS2). This is 

 Mean (mph) Std. dev. (mph) Sample size ὔ‘Ƕȟ„ 

SAB SBC SAB SBC SAB SBC SB (mph) 

No warning message scenario 

PDMS 1 68.1 64.4 3.6 4.1 1242 1148 (66.3, 3.85) 

PDMS 2 71.4 68.2 4.4 4.9 2511 2719  (69.8, 4.65) 

Warning message scenario 

PDMS 1 57.6 51.6 4.1 2.8 325 319 (54.6, 3.45) 

PDMS 2 70.9 65.7 5.0 5.8 1068 1205 (68.3, 5.40) 
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evidence the warning message displayed on the PDMS is functioning as intended: when a 

warning message is provided, the traffic speed, on average, is reduced. 

To incorporate the speed obtained from the segments before and after the PDMS, the 

average values of the means and standard deviations from segment AB and segment BC are 

calculated respectively. The results are listed in the last column in Table 3.1. It is hypothesized 

that the desired speeds (SB) at PDMS locations are normally distributed, i.e., SB ~ N(‘Ƕ, „). 

Therefore, four desired speed distributions constructed using SB data, i.e., warning and no 

warning scenarios at PDMS1 and PDMS2, respectively, are configured as the input of the 

simulation model. 

2. Car-following headways 

According to Equation 3.4, CC1 is adjusted so that the empirical headway excludes the 

vehicleôs passing time (i.e., vehicle length divided by its speed). In this study, an average vehicle 

length of 12 ft and an average speed at each of the two PDMS (i.e., SB) is used to calculate the 

adjustment. The distributions of the empirical headway used as CC1 for PCs and HVs at PDMS1 

and PDMS2 are shown in Figure 3.4. 
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(a) Distribution of CC1 at PDMS1  (b) Distributions of CC1 at PDMS2 

Figure 3. 4 The Empirical Distribution of CC1 

 

In addition, CC0 and CC2 are obtained according to the literature search. Specifically, 

CC0 is set as 10 ft based on a project conducted by Dong et al. (2015), who found that CC0 

ranges from 8 ft to 12 ft using field data collected on I-80 in Iowa. In addition, CC2 is set as 

20.31 ft based on the recommendation of the FHWA Traffic Analysis Toolbox (Wunderlich et al. 

2019). To obtain a more accurate calibration model, it is recommended to collect CC0 and CC2 

per test site when conditions permit. Alternatively, these parameters may also be part of the 

calibration process if the user is not comfortable using parameter values obtained elsewhere. 

All other VISSIM car-following parameters (i.e., cc3 - cc9) are kept at their default levels 

(Wunderlich et al 2019). Note the variables chosen are based on past calibration experience and 

have the largest impact on work zone behavior (Dong et al. 2015; Jehn and Rod 2019; Yeom et 

al. 2016). It is important to note that the exact car-following parameters are site-specific. A user 
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may choose to calibrate or modify any of the microsimulation parameters as part of the 

calibration methodology without a loss in generality. 

3.1.6 Multilane Calibration Parameters 

In this case, the travel times at Segment AB and Segment BC are used to search the 

optimal parameter sets (k1, k2, c, ű) for the calibration of the HV acceleration characteristics. 

Figure 3.5 shows the travel time obtained from the automatic MAC address matching method 

and the video manual matching method in grey dots and blue dots, respectively. Specifically, the 

travel time collected at PDMS1 under a scenario of the work zone with congested traffic is 

shown in Figure 3.5 (a), while the travel time collected at PDMS2 under a scenario of the work 

zone with free-flow traffic is shown in Figure 3.5 (b). 

 

 

(a) Travel times before PDMS1 (AB) and after PDMS1 (BC) under congested traffic 
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(b) Travel times before PDMS2 (AB) and after PDMS2(BC) under free-flow traffic 

Figure 3. 5 Segment Travel Time Calibration Results. 

 

This study considers reasonable search ranges that k1 is [2, 14] ft/s2 with an increment of 

3 ft/s2, k2 is [0.03, 0.07] h/mi with an increment of 0.01 h/mi, c is [0, 20] mph with an increment 

of 5 mph, and ű is [-8, 0] ft/s2 with an increment of 4 ft/s2. The four sensitive parameters and 

their acceptable ranges construct a combination of 75 scenarios. As five runs for each scenario 

are performed, it results in a total of 375 simulation runs. 

The simulated travel time from a scenario that generated the lowest RMSE is marked as 

red dots and superimposed on the field data in Figure 3.5. The travel time obtained from the 

VISSIM simulation output is compared to the travel time obtained using Miovision WiFi 

automation. The Welch Two Sample t-test rejects the hypothesis that the means of travel time 

obtained using the two methods are different for both PDMS1 and PDMS2 at the 0.05 

significance level. The results indicate the calibration is promising. 






































































































































































































