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Executive Summary

Presently, there is an expanding interest among transportation agencies and state
Departments of ransportatiorio consider augmenting traffic data collection with prbased
services, such as INRIX. Tlbjectiveis to decrease the cost of deploying and maintaining
sensors and increase the coverage under constrained budgets. This report documents a study
evaluatng theopportunities and challenges of using INRIX data in Nebraska. The objective of
this study was twofold: (1) evaluate the reliability and accuracy of pitatestreamagainst
fixed, infrastructuremounted sensor data and (2) report the-iea@ peformance monitoring
and historical trend assessnmgent

This study demonstrates a systematic way to compare the reliability and accuracy of
probedata streamifor monitoringtraffic conditiors andsupportingoperations decisi@Out of
65 automatic traffic recordef(®TRs) in Nebraskal6 locations were identifieased orvarious
criteria. For eaclbf theselected ATRs thengerecorrespondingraffic messagehannels
(TMCs), whicharemaintained by INRIX to collect the traffic details on major freeways and
urbanareasVarious traffic performance measures were used to help understand the traffic
conditions across different road segments or different time periods and to identifydmbitiean
Nebraska. The data visualization program can also be used withtenealata feed to monitor
and analyze current traffic conditions.

Thereliability and accuracy ahe INRIX data were evaluated by comparitng datato
PVR (pervehicle recorjisensor data. The factdtsatwere taken into consideration for
examiningthe performance ofthe INRIX data are as followq1) percentage availability of
INRIX; (2) speed bias between INRIX segments and PVR ser(8pracident detectioywhich
providesthenumber of congestionand detection latencynd(4) performance measures, such
as congested has), buffer time index, and reliability curves. By comparing sensor traffic speed
data with segmeastit was observed that INRIX is consistént almostall minutes of a day on
interstatesMoreover,it was shown irthis study that INRIX is more reliable duritige day than
atnight, especiallyluringpeakhours.Regarding incidnt detection, INRIXs more reliable in
detecting recurring congestion @mpared to incident related congestion. The congestion
duration error varies with the congestion type.

INRIX speed bias affected the process of congestion detection as well as calculation of
congested hour duratioRor instance, speed bias affettie magnitude of INRIX speedeported
at segments with lower speed limsisch that 60-mph speed limisegmenmight shows speexi
around 45 mphtke congestion threshold) or even lekging noncongested ting whereas
benchmarked sensor data reports spaexind 60 mphAlso, speed bias affects performance
measures, such asngested houbuffer time, and reliability curveshich areevaluated
thoroughly in chapter 4Accordingly, it is important to understand the factibvatinfluence
these biases and how to correct for them. Another critical thatis discussed in thieeportis
the quality of probe datavhich dependseavilyon thenumberof probes on the road network.
Shortage of INRIX reatime data (confidence score 30), esphy during offpeak hour®r on
arterials influencegheaccuracy otheresults. Substitutmwith historical datavasnot accurate
and therefore not adviselh. areas with limited probe penetration, transportation agencies can
augment probe data withfrastructuremounted sensors.

A comprehensive analysis pérformance monitoring and historical trend analysis using
different measures fdnterstate80 (1-80) segments in Nebraska was also performée. Op 10
congested segmenis [-80 were identifiedanda detailed analysisf when congestiohad
occuredby month, day of week and time of day from 2013 through 2@d6performedA

Xi



congestiorpermile calculatiorwas used to determine metro area congestion peywitileh

supports contrasting performance given the varying amounts of segments and roadway lengths
thatexist. These values were calculated for each month for all metro areas across Nebraska to
compare any trends in congestion. A yearly comparison is edsalpd for years 2013 through
2016.The numbenpf hours ofcongesion was used to display the severity of congestion by
segment alon$+80. Each segmentascolor coded based on the number of hours of congestion
by summer and winter months. Once identifitheselocations can also be analyzed by year,
month,week,day, or time of day. Finally, the severity of congestion was evaluated by observing
the percentage of time speedsrewithin a 18mph bin from 0 to 75+ mph.
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1. Introduction

1.1 Background

For comprehensive performance assessawdriteeways, highwaysnd arterials, state
DOTs and many of transportation agencies conventionally rely on infrastractunated
sensors, buhecost of installing andetaining these sensors is high. Most of these infrastructure
mounted sensors are deployed on major freewaysandical urban ares and this leds to
less coverage on highways and arterials. Also, in terms of geographical scalability, they need to
bedeployed in large numbeto be able to contrdhetraffic situation in agiven area.

Considering althelimitations of fixed local sensors, it is essential to devise newslieagaming
sources to augmetitesensors.

The emergence of probe vehicle technology, whizsgrown over the pastew years,
has caused remarkable change iraffic data collection, processing, analyses, and utilization.
Being able to accesshuge volume of historical and retine traffic datawithout any of the cost
of installation, configuration, and maintenance of infrastruetooeinted sensors interests many
agencieghat want tautilize asingle, uniform data source for monitoring traffic conditanross
most routes ithe U.S. Traffic information is collected from millions of cell phones, vans,
trucks, connected cars, commercial fleets, delivehjiclesand taxis, and othglobal position
system GPS-enabled vehicles. Presently, several proa& vendors, such as INRIXERE,
TomTom, NAVTEQ, TrafficCast, etcprovide broad and highuality reaitime and historical
traffic dataaroundthe world.

INRIX provides speed, travel time, incidents, and quality data updates along each mile
long travel segment at a frequency of @ewery minute. The resulting stream ti@ffic message
channelsTMCs) comprisesapproximately 810 GB/month, or more than 100 GB/ygand for
XD segmerdis approximately 45 GB/month, or more than 545 GB/year for the entire Nebraska
roadway system. Whtthe addition of new higher spatial coverage and resolution, the size of
input streams is expected to increaHe [

1.2 VehicleProbe Data from INRIX

In this study we utilized the historical and redéiime traffic data collected through the
INRIX TMC monitoring platform. Realime traffic dataincluding speedandtravel times, as
well as location informatiarwereprovided by INRIX which is curently regarded as the largest
crowdsourced trafficdatet Wi t h t he hel p ,mdludingecahregtdds t ec hnol
vehicles and smartphones, INRIX leveragesvétamount of historical and reéime datathat
can be analyzed and investigatedtprove transportation networdgerformance. INRIX s
historical traffic flowdata is a spatial and temporal database of average speeds for major
roadways and arterials across all 50 states. These speeds are determined by allgatithms
evaluate multiplegy ear s worth of data collected using |
systemwhich reports speed values on roads across the countggp€bd datarethen
processed across several different temporal resolutions and reported on a ecstdigerable
basisfor each temporal resolution.



1.2.1INRIX Data Sources

INRIX deriveshistoricalflow datausingthefollowing:
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1.22 INRIX DataFormat

All the INRIX historicaltraffic flow datafor the state oNebraskas deliveredin CSV

(commaseparatedalue)format Dataprovided byINRIX [2] containsthefollowing
information(referto Figure 1.):

il
1

TMQ Dt hbea sipattniad g NRI Ke ptohtar aff Ifdwatl &NRI X
usa®xdi git TMC I D to define a unigue segment
Ti me sealmkindit tumedf bptnoa NRHydeme : mont h: day
hours: mi nut es0 #8400 Bs 509e .3 3 02p0r1 4Steg8t e mb e r
ho,wMMmi nwtnal"$3e3c ond) for each TMC.

1 L

S p eler Cb p r Iem@ mt aver a g 118+04745,2016-09-01 00:00:22,65.0,66.0,67.0,0.03,20.0,96.0
givencdM€, cal cul at ¢is086672016-09-0100:00:22,57.0,57.0,57.0,.58,20.0,0.0
frome mMosSt CUTrTrent [H18N086672016-09-0100:00:22,12.0,12.0,20.0,0.03,20.0,0.0
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Tr avieimreeported by | Nigosseo2016090100:00:2234.034.040.0,3.37,20.0,0.0
aggregation of d at a [118+10577,2016-09-01 00:00:22,37.0,60.0,61.017.9830000[D T O b e S

Conf iidemtcterrieopucret €d ° Figyre 1.1 An instant of Nebraska
havt hgee | evels: 10 INRIX data
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1.3 Performance Measures

Transportation system reliability defined invarious ways, such asavel time
reliability, connectivity reliability andcapacity reliability The focus of this studywason travel
time reliability, which is one of the key performance measures usedigjority of
transportation agencies and stat@Ts Section2.3 contains aummay of previous studiethat
were conducted odifferentkinds of probesindsensoras well aghe accuracy and reliability of
probesourced data using several measstehascongestion level percentagevel time
index, planning time indexbuffer time indexBTI), user delay cost, average travel time,
volume, space mean speed, density, average speed bias, absolute average speed error, absolute
average travel time error, travel time bi@nemiles congestediehiclemiles traveled
congested hour, latency, efedditionally,in sectiond4.2.4 congested hour, buffer time, and
reliability curvesare presenteds three main measures for evaluating the performance of INRIX
versus sensors data.

1.4 Conclusion

This report is organized as follows literature review summarizing previous related
studiess provided in Chapter 2. Chapter 3 presents the how differgatiawere used to select
the 16 sites out of 6 ATRsin Nebraskaln Chapter 4 the experimerdsd resultare explained
in detail the evaluation of reliability and accuracy of réale INRIX data using different
performance measures for selected ATRdiscussedandinsight isgiven about the observed
results.In addition, the chapter includesletailedanalysis of someof theperformance
measuressuch acongested houbuffertime, and reliability curves, anddiscusgn about
INRIX drawbacks such as speed bias and device penetridiean.in Chapter Sperformance
monitoring and historiddrend analysis usinthetop 10 most congested roadwag® discussed
andthe number of hours @ongesbn in different metrg, speed performangcand travel time
reliability are identified fol-80 from 2013 through 201@he reporconcludes with the findings
of this study an@discus#on of future recommendations Chapter 6



2. Literature Review

2.1 Introduction

This chapter provides reviewof previous studies conducted on probe data, sensor
technologies, and all performanoeasures usg probesourced data.

2.2Review of Existing Opportunitiesfor and Challenges of Wding INRIX Data

As demand for comprehensive traffic monitoring gsdsem both travelers and
transportation agencies, a new technoltigtwould reduce botinstallation and maintenance
costsis neededor collecting accurate and retine traffic details. Probbased methods of
measuring travel time and speed data can easily scale across large networks without the need for
deploying any additional infrastruoe [3].

The objective of this studyasto evaluate the reliability and accuracy of prola¢a
streans against fixedinfrastructuremounted sensalata.This report based on a critical
evaluation otheINRIX stream will highlight key considerations for incorporating probe data
into traffic operations, planningnd management activities. The accuracy of the data stveam
evaluated under different factors suchIBRIX coverage on freewayandnonfreewaysand
during peak and nepeak hoursspeed bias between INRIX TMC segments and RéR
vehicle record)nfrastructure sensarsicident managemerand performance meas such as
congested houBTI, and reliability curves

Although many studies comparing the accuracy and reliability of pgpobeced data
against local sensor data such as radar sensor data, loop detector dataesbeen conducted
[4], [5], [6], [7], [8], [9], [10], Kim and Coifmar{7] showed thatNRIX speeds tend to lag
behindloop deteadr measurements by almost 6 min. Although INRIX reports two measures of
confidence, these confidence measures do not appear to reflect the latency or the occurrence of
repeated INRIX reported spee#sm and Coifmarused two months of concurrent data against
the concurrent loop detector data to evaluate INRIX performance on 14 i pincluding
both recurrent and nerecurrent events. To calculate the amount of latency, theyaused
correlation coefficient with se&ral months of contuous data from concurrent detectors while
shifting the timeseries loop detector with 10 sec stefis [

TheFederal Highway Anhinistration (FHWA) conducted survey to gather information
on: (1) productsand services offered by private sector data providergmuliblic sector
agency uses of the private sector data products and settfoesd that agencies are using a
rangeof data sources includingPSdata from fleet vehicles, commercial devices, cell phone
applications, fixed sensors installed and maintained by other agencies, fixed sensors installed and
maintained by data providgrand cell phone locatienMost providers did not disclose specific
quality evaluation results or quality assurance algorithms. INRIX explicitly stateapability
of meeting an availabilitievel of more than 99% and an accuracy of greater tha9fs].

Nanthawichit etl. [9] proposed a method for treating prokshicle data together with
fixed detector data to estimate the traffic state variables of traffic volume, space meaarspeed
density. The method usa macroscopic model along with the Kalman filtering technique and
was verified with several sets ofpgthetical traffic data. They suggested the possibility of using
estimated/predicted states to estimate/predict travel time. Coithhag investigated various
means of measuring link travel times on freewaiesused basic traffic flow theory to estimate



link travel time using point detector data without requiring any new hardware. Sadrsadat and
Young [10] worked on the Vehicle Probe Project (VPPH&terminghe probability of reatime

data as a function of hourly volume. They compared the VPP data against travel timedcollecte
using Bluetootf traffic monitoring equipment. The VPP provides an indication oftieed

data bya confidencescore attribute equal to 30, which is provided by INRIX. Their study
confirmed the availability of redlme data with increasing traffic uamine as measured by the
percenageof 30 confidencescores. Feng et al.4] investigated the analytical relationships
between travel time predictioastimation accuracy and sensor spadaygneans of two basic
travel time predictionestimation algorithmsndtheyalsoprobel vehicle penetration rate. €
findings provide support for detector placement and probe vehicle deployment, especially along
a freeway corridor with existing detectors. Online estimation and prediction of travel time using
induction loop detetors were evaluated against observed travel tinelveld et al. 6] found
reasonably accurate (18 136 root mean square error proportgpracioss different sites for
uncongested to lightly congested traffic conditioftseyused various travel time estimators, but
only speeebased travel time estimators could be tested under congested conditions.

The Florida Department of Transportation (FDO$gd several metricsuch asbsolute
average speed error, average speed bias, absolute average travel time error, and travel time bias
to determine the accuracy of the ven@dMAVTEQ, TrafficCast, and INRIX) system data
Overall, the data load consistent with the ground truth and the license plate readeaddtao
significant differences in data accuraayongthe three vendors were observéd][ Adu-

Gyamfiet al. [L2] explored the reliability of probe datar congestion detection and overall
performance assessmeising a adaptive, datdriven multiscale data decomposition algorithm
called the EmpiridaMode Decomposition. The cost of deploying lasgpale control strategies
for traffic networls has increased the need for more reliableties traffic condition

prediction. Liu et al. 13] discussed two approache&ynamic mode decomposition and
spatiotemporal pattern netwarl her results showhatdatadriven approaches have effectively
detecedchanges in traffic system dynamics during different sofeahe day.

TheF D O T[®4ktechnical memorandum summarizes the various data avaitable f
anal yzing bottlenecks and congestion on Fl ori
memorandum also makes recommendations concerning the applicability of using existing FDOT
data versus the vehicle probe data from INRIX. Rick and Rigrdjscussed how INRIX
| aunched t he waurcdddrafie network veith sercsorimfldet vehicles and
menti oned how t ésgreaeriaRit détaiboDdny nyap and a traffic platform
for planning, analysis, and operation of road networks. Matsumoto &6jalu§ingprobe dad
for CO2 emission reductigdefined three servicegdffic flow analysis, improvement of the
signal control performang¢and priority contol of bypassjhatenhance traffic flow control.

They confirmed detein of a bottleneck without depending on deployment rate of the in
vehicle unit by using probe data statistically in traffic flow analysis.

Different techniquesdataassimilation, Newtonian relaxation) to incorporate probe data
into macroscopic traffic flow maas have beemised to solve the optimization problem in urban
areasand they haveonfirmedthe possibility ofdecreamg probe data for congested traffic with
negligible degradation on the quality of traffic status estimati@h To reduce C@emissions
using intelligent traffic control requires many detectors and high installation blagfashimaet
al. [18]used probe data collected by vehicles through GPS or other devicasigndl control
system that calculates consecutive spatial traffic information (spatial data) such as queue length.
They showedthat itis possilhe to redue the number of detectord§]. Haghani et al[19]



described a new validation scheme for comparing travel time data from two independent data
sources with an emphasis on arterial applications. In additmntaxtdependenbased travel

time fusion framework was developed to integrate data from INRIXBdndatasets to improve
data quality. To minimize the impact of random errors that can eatuiNRIX data, two new
techniquesconfidence value and smoothjitave been developed bygoalitionof the

University of Maryland and INRIX When used togethdhese techniquegduce both the
frequency and severity of the sudden changes that have been ob26fviidijayashi et al21]
suggestedisingprobe data to collect spatial traffic information toward.@@ission reduction

and verified the possibilitgf detecing bottleneck intersecti@based on traffic flow anasys

utilizing infraredbeacon probe data collected from the real field.

2.3Review d Sensor Technologies

To evaluate the reliability and accuracyagbrobedata stream against fixed
infrastructuremounted sensor data, it is important to understangdrtieess for both data
collection and data processing. The collection of-tiea¢ quality data depends on the reliability
and accuracy of the sensor technology used. In this section, we focus on the characteristics of
different types of sensors used faftic operations. We differentiate between pdiased
sensors, which collect the traffic information at a single point on the roadwdsection type
sensors, which provide the traffic characteristics over a section of roatleagtrengths and
limitations of different sensor technologies are compaegutitheycan be divided into three
categories: roadway based, prdizsed, and driver
based, as shown in Figure 2.1.

Roadwaybased sensors can be considered a
part of the roadzvbay infrastructure systérhis S e n S O r S
technologygenerally involves the use of inductive loop
detectors (ILB) and loop emulators. Underwoazl]

considered three type$ detection means: magnetic (Roadwaybased Sensors )
sensing (i.e., ILDs and magnetic sensors), range * Inductive Loop Detectors
ing (i i infrared, ultrasonic, and « agneflc Sensors

sensing (.e., microwave, in L onic, * Microwave Sensors
acoustic sensors), and image sensigg, video image — * Infrared Sensors
processors). Roadwdased sensors are instalkgdhe ngii%’;‘%jﬁ;‘;osrs
side of theroad or below the road surface. They scan * Laser Sensors
traffic and provide traffic information extracted from \* Video Image Processors )
passing vehicles.

Probebased sensoeecarried by vehicles to FXOtbe b?S\e/ﬁeTSErS ion/ Gpd

. . . H *Automatic Vehicle Location S

collecttraffic details.They generally come iautomatic - * Signpost / Beacon System
vehicle identification(AVI) systemsusedfor vehicle * Cellular Geolocation System
positioning and navigatiotCompared to roadway * Automatic Vehicle Identification

based sensorprobebased sensorsan probe traffic p—
flow variation over space. Traffic flow information is Driver-basedSensors

. . . * Highway Service Patrol
collected only from a portion of vehiclégvelingon * Remote CCTV Monitoring
roads due to the limitation ¢ifie current market " Cellular Phone Reports
penetration rate.

Figure 2.1 Types of sensors



Unlike the other twaypes ofsensors, drivebased sensors provide manual incident
detection reports from drivers and/or service patrol crewiiding wireless phone reports (to
911), freeway service patrohits in-vehicle personal communication systearsdemergency
centersThe term sensor used here refers to a deketencludes software to detect vehicles and
converts reatime data into data that a computer can understand. The software can be installed
within the sensor devic&) aroadside cabirteor at the traffic management cent€his software
includes the processing algorithms, which provide other traffic information suchiakeve
speed, travel time, etf23].

Roadwaybased sensorgfer to theuse of ILDs and loop emulators. ILEcomprisea
largescale application for traffic surveillance and monitoriaugdtheyhelp in traffic
management andcidert detection systems. As loops &éireited to one or two short sections,
theycamot represent comprehensive roadway situations. Traditiotiadlymeasure spot time
average traffic parameters, such as speed, volume, occyupadoyehicle classifation, so itis
difficult to collect the traffic detailBom urban arterial roads, where spatial variation of traffic
flow is complex.Recent developmesitsuch as/ehicle identification techgues based on pair
of ILDs [24], [25], [26], video image procese®[27], [28], andlaser sensor2p], haveprovided
promising resultsor traffic incidentdetecton. Traffic surveillance and monitoring applications
regularly use ILD sensors. Presently, most incident detection algorithms useditdfaberived
from ILDs. ILDs aremade up of insulated wire bent ird@quare or rectantar shape andthey
areconnected to a power source on both sides of the wire. When a vehicle passes over the loop,
the oscillation frequenciycreasesind causes thalectronic unit to send a pulse to the controller
whichregistesits presence in its detection zone. With new developments, ILDisecased to
classify vehiclesg3] andcanalsobe tuned for different locations and environnseasthe
sensitivity of an ILD is adjustable. At timereadjustmerstare neededsan ILD can go out of
tune over time. All tb collected traffic details can be used to calculate volume and occupancy.
However, ILDsfail to detect long vehicles, as tractaailer unitsaretoo far above the loop,
resulting in detection gapélso, when installed in poor pavementinrextreme wether
conditions ILDs are onlypootly reliade. Moreover, nost cties with mature systems repdinat
25 to 3@ of their sensors are not workj properly at any given tim@2], andthe installation
and maintenance of ILDs require lane closures, causing traffic disturb&maly, ILDs are
less effective for incident detection in low volume conditions.

Magneticsensors work on the principle that the presence of a vehicle distorts the
magnetic fieldwithin the earth. Although different in appearance and specific techndluayy,
all operate on principlsimilarto ILDs. They are &en installed in place of loogm bridge
decks and in heavily reinforced pavement, where steel selyaffects loop performancgd.

Both types ofsensors have their respectagplications and tend to complement one another.
There argwo different types of magnetic sensosedfor traffic flow management: active
deviceqtwo-axis fluxgate magnetometers), excited by an electrical current in windings around a
magnetic corenateria] and passive deviceshichs ens e perturbations 1in
flux produced when a moving vehicle passes over the detection zorgelfpewered vehicle
detectoy a type of magnetometer developed with FHWA supmocpnnected t@remotely

located controller viaradio link. It has installation and maintenance problemmslarto ILDs,
astraffic needs to be disruptédremowe and ransertthe sensorAlthough thg are similar in

price, magnetic detectors are easier to installnaaititain thararelLDs, andcompared to ILDs,
magnetic detectors can sustain more stidsaever, me of the biggest disadvantag

magnetic detectors is that they cannot medsimeoccupancyalthough laneoccupancycan be

t



measuredising magnetic detectors, they may interfere with each other gEewsorsare placed
too close togetheB[).

In terms of working waveformsnicrowave sensors can be divided into two types:
constardfrequency waveformand frequencynodulated waveforsy Continuous microwave
detectos work underthe sameprincipleasDoppler to compute vehicle speed freonstant
frequency wavefornmicrowave radathat transmits electromagnetic energy at a constant
frequency. This type of microwave sensor is not suitable for incident detection, as vehicle
presence cannot be measured with this waveform. Pulse microwave detectors can count vehicles,
record speeds, drdetect vehicle presencg]]. Microwave sensors provide a casfective
substitutefor ILDs for detectingvehicle presence and for collecting ottraiffic details.
Comparativelymicrowave sensors are smaller, lighter in weightleasier to install thaare
ILDs and magnetic sensoiBheycan be mounted overhead or in a dmeking configuration
andcan déect multilane traffic and cover a longer range. Because of their small size, low cost,
and low power consumptipthey aresuitable for traffic surveillance at intersections and on
highways.However, newly installed microwave senspray interfere with ther similar
microwavebased devices ithevicinity.

Infrared sensors can work in active or passive maoales.e infrared sensors measwure
vehicled presence, speed, volume, occupancy, and classificatiothdyuarevulnerable to
weather conditions such as fog, clouds, shadows, mist, rain, and\&ihew.using these sensors
in the active mode, detection zone iilluminated with infrared energyransmitted from laser
diodes operating in the near infrared spectrim@na portion of transmitted energy is reflected to
the sensor by vehicles travelling through the detection, zmtkfinallythe reflected energsg
convertednto electrical signals that are analyzed in real tiative sensors are not widely used
in traffic surveillance, as tlyeare more expensive than passive ones. Passive infrared sensors do
not transmit their own energy hunsteaduse an energgensitive elemeniheymeasure the
same traffic parametetatactive detearsdo except for speedecauseaheextended nature of
avehicle distorts the infrared signature, passive infrared sensors have difficulty measuring the
speedAnother type of passive infrared sensmrown aghe multi-zone passive infrared sensor
can measure the speed and lermdthvehicle Like with active infrared sensorthe performance
of this type of sensanaybe adversdy affectedby fog, snow, and precipitatiomhich scatter
energy and change lighZ].

Ultrasonic sensorsansmit pressure waves of sound energy guiacies between 25
and50 KHz[23],[30] andcan be divided into two types: pulsaveform ultrasonic sensors and
constanfrequency ultrasonic sensors. Hesaly the pulse wavefornsensoris discussed, as
most ofthetime it works with pulse waveforms. Pulse waveforms ultrasonic sensors can
measure speed, occupancy, presence, queue length, and the distance to the road surface and the
vehicle surfaceUltrasonic sensors are small and can be used as portalslesattieytendto be
reliable and durable. However, bad weather can adversely affeabpleeational performance.

If installed above the roadway, vehicle classification can be achieved for most vehicle types.
Ultrasonic sensors wotksingthe same technique is usedpajse microwave sensors,
convertingthereceived signal into electrical energy.

Acoustic sensors are configured as a-timensional dipole array of microphones that
are sensitive to acoustic (audio sound) energgywork in a passive modéhetime delay
betweerthearrival of sound (at the upper and lower microphones) changes with time as the
vehicle emis asound. As soon as vehicle pasesughor leaves the detection zone, it is
detected by the signgkocesing algorithmThe best resudtareachievedvhen the datare



filtered to a bandwidth of 53@2000 Hz andthe preferred mounting is @ 10to 30degree angle
from vertical.Acoustic sensors measurehiclepresence, speed, volume, occupgrarydthey
can count vehicles, btheir performane is affected by low temperagjsnow, and dense fog
[31]. Another type of acoustic sensor can monitor up to 7 lah&affic usingafully populated
microphone arrgyadaptive spatial processirmndmounting heights rarmgg from 20 and 40
feet.

Laser sensors operate in active modeamedsed for traffic surveillanc& heyoffer
high-speed measurement accuracy and collect all vehicle charactesisticas vehicle
presence, classificatioapeed, volume, and occupan@g][ Moreovertheycan uniquely
identify vehicles by measuring the travel times between two locations. Gengrajlgan be
mounted on highway/and each unit can provide coverage for two adjacent |[dhegtransmit
the information between the sensor #meicontrol and processing computer usangireless
modem.

Videoimage processomutomatically analyze traffic data, whiahecollected from
closed circuit televisiosystems using machine vision techniqudgese unitonsist of one of
more video cameraamicroprocessor for digitizing and processing the video imagey
software for interpreting the imageheyuseanimageprocessing algrithm to calculate traffic
flow information. These systems fall into three clastgdine, closedoop tracking, and data
association trackingVith tripline, theuser can define the limited number of detection zones.
With closedloop tracking vehicle detections allowedalong larger roadway sections, which
provides additional traffic flow information such as lat@lane vehicle movements. Tracking a
specific vehicle or group of vehiclesiapasgsthrough the field of view of the camera is
possible using datassociation tracking systen37].

Probebased sensaralso referedto asvehiclemounted sensorbave the capability of
transmitting reatime individual probe data. The sensors measure the point datatg@point
data and/or section data and then sémesemeasurement® thetraffic management center
traffic operations center. The sensors maitlin the traffic sream and report an individual
vehicleds movement par ametadimestag, with agrselectpdo si t i on
frequency or as they pass reader locati@oesnpared to roadwagased sensorth)eycan sense
the spatial variation of trafficdw over a wide aredf there are more probe vehicles equipped
with sensors in a traffic network, traffic stream conditioas be determine@mporally and
spatiallyatthe finest level anthecollected information can better reflect actual traffic
condtions. Withthelatest probébased sensor technologi@cludingautomatic vehicle
location/global positioning systemsyVA Signpostibeacon systespand cellular locating
systems, these sensors are highly recommended for incident detection.

Automatic vehicle location systems help to determine the position/location of a vehicle
(typically using longrange communications) at a particular timbeyuseGPS a satellitebased
radio positiming, andatime transfer systenWith ahorizontal posibning accuracy of 5 meters
95% of time theyenhance the reliabilitgf reattime tréfic informationcollecion. AsaGPS
signal istransmitted & highfrequency microwave, tannot handle obstructions. Therefore,
these systemmay suffer from signal blockage in tunnels or under bridges. ihitlatest
developmerg, other positioning techniques, such as dead reckphavg been incorporate
within or combined with receivers to improve reliability.

Signposts/beacortan bemourtedatthe sides of roadway @n existing cellular base
stations. Theecan benfrared, microwavgeor radio frequency deviceand theg can transmit
and receive the data from vehicles equipped with transceivers. Siglhpasbns can be either



selfposiioning, by whicha tag in the vehicle picks up a signal from the beagoremote
positioning,by whichthe beacon senses a tag on the vehitie.devicegonsist of antennas,
transmitter electronics, and receiver electroni¢gh applicatiors for traffic surveillance and
parking management, radio frequency beacon systems are becoming more popular. Petty et al.
[33] explored an incident detgon algorithm using probe vehicles equipped with radio
transponderand discussethe feasibility, infrastructure requirementind performance of radio
frequency beacon systems.

Intelligent transportation system applications of cellular geolocation technology are
currently being studied by many research&he rmain aimof this technologys to provide
innovative services related to different modes of transpattto make thaseof transport
networls safe, more coordinated, and smarter. To determine locatpatitern recognitics
using radio frequency signals are transmitted from a cellular phone. After identifying a signature
based on theadio frequencyatternthe signaturés then comparedith a database of
previously identifiedadio frequencignatures and their corresponding geographic locations.
Finally, by matching the signature pattern t he cal | er 6 s The dataatoredinn i s
thecellular location gstem includethe mobile identification number afachcall, thelongitude/

latitude ofthecall location, instantaneous spedtec ur r ent compass heading

mobile device, andtime stamp. This sensor technology used for traffic surveillaaseseveral
advantagesas ituses existing infrastructure and requires no alteration to the base station or
subscriber handset, therefore significantly rédigithe cost oestablishingservice.
Automaticvehicle identificatiorsystems have two main componemtsin-vehicle unit
(transponder/reader) amdvireless communications linkhesesystens helpto identify vehicles
at specific location at a specific time. Most AVI systems transmit information through
microwave, infraredor radio frequency. Under good conditions, the reported accuracy of an
AVI system is usually in the 99.5% to 99.9% range. However, accuracy may be reduced by
adverse weather conditions and interference from other radiation sources. AVI technology is
appled principally for electronic toll collection, electronic congestiagipg, and fleet control.
Presently, most incident detection algorithms use traffic data derived from loop detectors.
When a vehicle passes over the loop, the oscillation frequeceases, whickauses the
electronic unit to send a pulse to the controller and register its presence in its detection zone.
With new development$pop detectors cabe used to classify vehiclds. this study, PVR
sensors were considertite benchmark foevaluating the reliability of INRIX datdHence, 1
was necessary to evaluate the performance of PVR sensors with another reliable source of data.
Therdore, we utilized trailergo collectafew samples of Wavetronix sensor data to check the
performance of PVReported data. Wavetronix sensors use radar technotogiediecttraffic
operations data. Each sensor unit consists of a Doppler radar, a wireless msalanpanel
and onboard processors for riate processing of traffic infomation such aspeed, volume,
occupancy, etc.

24 Review ofPerformance Measures Usefbr INRIX Data
Numeous studiesusing various methodsave been conducted tmeevaluation of

probe vehicle technology performanéen overview of reviewed freeway and nbieeway
system performance measuirgeprovided in Table 2.2
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Table 21 Overview ofliterature review on performance measures

Source of Probe
Data Used

Reference

Performance

Comments

Measures

Positive

Negative

(not mentioned)

ChumchokeN. etal.
[9]

Traffic volume,
space mean speed,
density

1. Proposed method can treat both
conventional fixeedetector data and
probevehicle data in a unified manne
regardless of the observation
conditions.

2. Estimatiormethod that uses both
fixed-detectorand probe data provide
the smalleserrors.

3. Erors from both travetime
estimation and prediction are small,
having a MARE below 0.04.

1. Fndings were validated only for &
single freeway section.

2. This study assumed that the prob
datacould be oktined perfecthand
the effect of the biased data due to
individual willingness oprobe
drivers was neglected

(NAVTEQ,
TrafficCast, and
INRIX)

Technical
Memorandum.
(FDOT)[1]]

Absolute average
speed error, averagy
speed bias, absolutg
average travel time
error, travel time
bias

1. NAVTEQ, TrafficCast, and INRIX
are allgenerally consistent with the
ground truthdata.

2.INRIX data on Route 1 appeared t
have a slight advantage accuracy
compared to other probe datasets.

1. TMC segments in urban areas wit
traffic signals experienced a larger
variability in the results.

(not mentioned)

Pu, W. (2011)[35]

95" percentile

travel time, standarc
deviation,
coefficient of
variation, percent
variation, skew
statistic buffer index
(w.r.t. average),
buffer index (w.r.t.
median), PTI,
frequency of
congestion, failure
rate (w.r.t. average),
failure rate (w.r.t.
median) travel time
index

1. The coefficient of variatioiis a
good proxy for a number oéliability
measures, includinglanning time
index, mediarbased buffer index, and
skew statistic.

2. Defining the buffer index and
failure rate on the basis tife median,
rather than the average, is
recommended to avoid
underestimatinginreliability,
especially for heavily righskewed
traveltime distributions.

3. The mathematical relationship
between the reliabilityneasures
revealed irthe studgould easily be
used topredict onaneasure on the
basis of another, or estimate their

relative magnitudes.

1. Standard deviation, is not
recommended as a proxy because i
magnitude relative to otheneasures
is not stable

2. Travel time reliability generally
deteriorates asdffic congestion
increases.

3. A notable limitation of thistudy
was posed by the assumption of
lognormal distributed travel times. Ir]
the real world, travel timdistribution
can have notognormal distributions,
for examplepimodal, Weibull

(not mentioned)

Lomax, T.et al.

Travel time
window, percent
variation, variability
index, displaying

Travel time reliabilitywas describedsa measure of the amount of congestio
transportation systemmsersexperience at a given time

variation, buffer
(2003 [34 time, BTI, PTI,
travel rate envelope
on-time arrival,
misery index
(INRIX) Annual hours of 1. INRIX is immediately available at | -----

(MnDOT Report)
(Turner and Qu,
2013) B7]

delay per mile,
hours of target
delay per mile, TTI,
PTI, top N
congested segment;

relatively low cost for thentire
arterial street network

2. Mobility performance measures fo
arteriab should be travel spedshsed
measures that compare peak traffic
speeds to speeds during light traffic,
recognizingthat the light traffic speed
is not a target value but simply a

reference point foperformance
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Source of Probe Performance Comments
Data Used Measures
Reference Positive Negative
measuresThus, INRIX is a reliable
data source in this case.
3. PTl is he recommended reliability
measire.

(INRIX) Congestion hours, | Focusedmainly onfreeway measures. Congestion hours were reported as t
distanceweighted hours across all segments when averagmitiite speed fell below 45 mph
congestion hours, | (threshold).

2012 Indiana congestion index,

Mobility Report
(Remias et al., 2013)
and 20132014

speed profile, speed
deficit, travel time
deficit, congestion

Indiana Mobility cost, top N

Report(Day et al., bottlenecks

2014) Bg|

(INRIX) Number of Focusedmainly on freewaymeasures and alem an arterial route. It provided

2013 Maryland State
Highway Mobility

intersections and
mile of roadway
(directionwise) for
LOS categories (D
or better, E, F), list
of intersections and

severabpieces ofnformation, such as speed limit, number of signalimber of
lanes in each direction, average daily traffiercentage afucks, corridor
length, etcfor each corridor andsed INRIX data for bottlenecks and freeway
measures.

Report(Mahapatra et| road segments at

al., 2013) B9 LOS E and F, top N
bottlenecks for
freeways

(not mentioned) Average travel time| Used RITIS and travel time data using wireless technoldgyered two metro
per 10 miles, areas andised mobility mapwhich showed high, medium and low levels in

additional travel

different colors.

MoDOT Tracker time needed for on
(MoDQOT, 2013) #Q | time arrival (80% of
time), annual
congestion costs
(INRIX, HERE, TTI, Bl, and PTI, It hosted HERE, INRX, TomTom and NPMRDS data anged INRIX
TomTom, and user delays, user historical average speed to calculate buffer index.
NPMRDS) delay costs,
bottlenecks

RITIS VPP Suite
(UMD CATT Lab,

n.d.) 41

(NPMRDS

(UCR) (FHWA,
2015b) B2

Congested hours,
PTI, TTI

Focusedcompletelyon freewaysisingHPMS volume data and dinute
aggregated NPMRDS data by day of week and month.

(INRIX)

(UMR) (Schrank et
al., 2012) Urban
Mobility Scorecard

in 2015) B3, [44]

Travel speed, travel
delay, annual
person delay,
annual delay per
auto commuter,
total peak period
travel time, TTI,
PTI, CSI, RCI,
number of rush
hours, percent of
daily and peak

travel in congested

1. Improvements in théNRIX traffic
speed data

2. Given availability and high quality
of INRIX, they couldtrack congestion
problems for the midday, overnight
and weekend timperiods.
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Source of Probe
Data Used

Reference

Performance

Comments

Measures

Positive Negative

conditions, percent
of congested travel

(not mentioned)

WSDOT Gray
NotebooKWSDOT,
2014)andCorridor
Capacity Summary
(WSDOT, 2013)

(49, [46]

Lanemiles
congested, total ang
cost of delay, TTI

Defined ongestion as speeds below 70% of the posted speedCmtulated
delayson the basis ahaximum throughput speeds (85% of posted speed lir]
TTI wascalculated usingeference spedratherthan free flow speedt
identified daily congested segmeupts individualcorridors with segment lengtt
and hoursSeveral more measures like congested miles, etc. were calculate
Reports use loop detectors, automatéidense plate readers, Bluetooth,
Wavwetronix, vehicle detection, and privatectordata.

(INRIX)

VDOT Pilot Study:
2010[47]

Delay per vehicle,
total delay, TTI,
Buffer index, PTI,
on-time arrival,
congested travel,
misery index

Used INRIX and focusd on freeways and arterials. Percentage dfroa
arrival calculated aproportionof days wherpeak period travel time waass
than 1.1 times mean peak period travel tithalso defined Congested Travel
the product of corridor length and volume of peak period. Pexgeat
congested travel and misery index walso calculated

(not mentioned)

Highway travel time
reliability, vehicle
hours of delay,
percent of miles
severely congested,

Highway travel time reliabilitydefinedas percersigeof travel greater than 45
mph on freeways. Percegeof miles severely congested was defined as
percenageof roadway miles operating at LOS F during peak kour

FDOT Performance -
Report(FDOT, VMT. Mobility
2013b) 4] performance
measures grouped
into quantity,
quality,
accessibility, and
utilization.
(INRIX) INRIX TTI, wasted | Used INRIX speed data. It defined INRIX TTI as peregeincrease in
time in congestion | average travel time of a conue above free flow conditions.sed average
delay of typical commute trip, length of typical commute trip, and number g
INRIX Traffic trips a commuter takes monthly or annually to calculate wasted time in
ScorecardINRIX, congestion.
2015) @9
(TomTom) Congestion level Used TomTom speed data to calculate the extra travel time a drpariences

TomTom Traffic
Index(TomTom,
2016) B0

percentage

compared to an uncongested situation.

(INRIX)

Kim, S., Coifman, B.

(2014 [7]

Latency, occurrence
of repeated INRIX
reported speed

1. Smilar patterns of congestion,
queue growth, and so forbetween
INRIX and grounetruth data.

1. INRIX speeds tend to lag the loop
detector measurements by almost 6
min.

2. Most of the time, INK reported
speed is identical to the previous
sampleand repeating for average 3 1
5 minutes.

3. INRIX confidence measures do n
appear to reflect the latency or the
occurrence of repeated INRIX
reported speeds

(INRIX)

Travel time,
average speed

1. RPairedt method can be effectively
applied for verification of probe data.

1. Paireet method has a binary
outcome which says probe data for
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Source of Probe
Data Used

Reference

Aliari, Y., Haghani,
A. (2012) b1

Performance

Comments

Measures

Positive

Negative

specified speed bin is good or not. N
additional info is provided.

2. Since the method uses average
errors over all time, high variance
outliers can invalidate the whole
segment.

(INRIX, TomTom,
Google, etc.)

Belzowski, B.,
Ekstrom, A.,(2013)
[57

Traffic jams, traffic
jams on (surface
streets, highways)

1. All probe sourceseported traffic
jams on highways significantly better
than streets.

2. The longer the jam, the better
chance probe can accurately report.

1. They experienced some type of
operational failure or disruption
during their study.

(INRIX)

Haghani, Aet al.
(2009)[53

Speed error, speed
error bias

1. Yeed data provided by INRIX is
generally ofgood quality.

1. Segments with length ledsan one
mile are inaccurate.

2. Different confidence scores 30, 2
and 10 are not significant indicator ¢
INRIX data quality.

3. For speeds below 45 mph, INRIX
overestimates the speeds and for
speeds over 60 mph, it
underestimates the actual speed.

(INRIX, NAVTEQ,
and TrafficCast)

Lattimerand
Glotzbach (2012)
[54

Travel time, Speed
bias

1.INRIX speed haa 6 mph bias
relative to ground truth on an
uncongestefreeway

(INRIX, NAVTEQ,
and TrafficCast)

Kim et al.(2014)
(59

Travel speed, Spee(
error

1. Overall average speed errors to b
within 10 mph throughout various
levels of congestion.

2. Data providersnissed a major
incident lasting more than 4 hours
3. INRIX reported speeds 30 mph
higher tharground truth datavhile
INRIX classifiedthose speeds with
"high confidence" during this major
incident.

(INRIX)

Adu Gyamfi Y. et al.

Speed bias, latency|
similarity index

1. Probe data is reliabfer monitoring
the performance of transportation
infrastructure over time.

2. Latency on freeways is less than

1. Various levels of amplitude bias
between INRIX and benchmarked
data.

(2017) b6 nonfreeways.

(INRIX) Travel time 1. Both FOC and PTI are capable to | 1. Using either FOC or PTI alone
reliability, PTI, identify and rank recurrent freeway | may not be possible to identify the
FOC bottlenecks. intensityofb ot t | enecks

Gong, Linfeng, and congestion.

Wei Fan(2017) B7]

(INRIX) Hourly traffic 1. Probe data is promising for | -----
volume estimating hourly traffic volume using

P Sedalfpg

machine learning models.

PTI, Planning time indexBT]I, Buffer time index; TT] Travel time index; LOS, Level of serviddAP-21, Moving Ahead for
Progress in the 21Century Act RITIS, Regional Integrated Transportation Information Systé®P, Vehicle Probe Project;

Bl, Buffer index NPMRDS National Performance Management Research Dataset; HPMS, Highway Performance Monitoring

System; CSI, Commuter stress indeGIRRoadway Congestion Index; WSDOWashington State DQWVMT, vehicle miles

traveled.
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Transportation system reliabilityas beemefined in various waydirst, astravel time
reliability, which is the probability that trips can be successfully accomplisitach a specified
timeframe;secongdasconnectivity reliability which focuses on trips carried out successfully
based on the remaining connectivity betweeoragini destinatiorpair; and third ascapacity
reliability, which refers to trips that can be completed e¢rtain level of link capacity3d]. The
focus of this studyvason travel time reliabilitywhich is one of the key performance measures
used bythe majority of transportation agenciaad state DOT.dMore formally, FHWA defines
travel time reliability as Athe codfomsldyency o
to-day and/oracrossi f f er ent t i59neosnaxcefal]36] Wescriloea tyagel tine
reliability asa measure of the amourftamngestion users of the transportation system experience
at a given time. The 1998 California Transpor
inconsistency between the projected travel tiwtachis based on the scheduled or average
travel time and he real travel timelue tothe effets of nonrecurring congestiofi(].

Travel time reliability inthetransportation engineering fieldnseasured in several ways
the 90th or 95th percentitd travel time the standard deviatiorihe coefficient of variationthe
percenageof variation,the buffer index the planning time indexthetravel time index, etc.

FDOT usedsomemetrics such asbsolute average speed error, average speed bias, absolute
average traveirme error, and travel time bia® evaluate the accuracy pfobe stream data of
different vendors (INRIX, TrafficCast, etcAltogether,different vendor8data looked

consistent with the ground truth and the license plate readeetiséamdthere was no
considerable difference between them in terms of data acdurdcy

In arecent studgonductedy Venkatanarayan®1], hours of congestiofor a segment
was considerethe total number of hours when the average speed of the segment drops below a
predetermined threshold. FHWA conducted a report to calotdaigestion and reliability
metrics with the National Performance Management Research Data Set. It Hefinedf
congestiorastheamount of time when freeways operatéess than 9% of freeflow freeway
speeds§2]. Anothermeasure ishe luffer index which is defined as the extra tira¢raveler
should take ito account to arrive on timéomax et al[36] calculatel buffer time using the
difference betweethe 95th percentileof travel time andheaverage travel time for a trip as a
measure ofheextra time a traver would need ¢ arrive on time. Similar tBu[35], this study
introduces a modified buffer time index (BThatincorporaesthe median rather tha average
travel time as a new traveine reliability measure. Pi8%] recommended usinfe median
rather thartheaveragdravel timefor calculating théufferindex,asthis avoids trivializing the
reliability in travel time, especially for heavily rigekewed travel time distributions.

2.5 Conclusion

This chaptecomprised aummay of previous studiethatwere conductedn various
kinds of probesndsensoras well aghe accuracy and reliability of profseurced data using
several measuresch ascongestion level percentadgeavel time indexplanning time index
BTI, user delay cost, average travel time, volume, space mean speed, density, average speed
bias, absolute average speed error, absolute average travel time error, travel tigechales
congestedyehicle miles travelechumber ofcongested hogylatency,etc.In the next chapter,
data collectiorfor this studyand how some specific locations were selected will be explained in
detail.
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3. Data Collection

3.1 Introduction

In today's complex global economy, transportation connections enablenadsuts
locate in any region offering the best possible combination of labor, land, tax, amdwokt
competing worldwide. All the state DOTs are relying on fixeounted sensors to collect traffic
information such as travel time, traffic speed, volume, etc. This traffic information can be used
by Nebraska Department of Transportat{dDOT) councilsto identify which routes are used
most and talecide wietherto improve that road or provide an alternative if there is an excessive
amount of traffic.

PresentlyNDOT is maintaining 65 ATRs in different locatiortdowever the cost of
deploying and maintaining these senssrgery high compared to alternatsserovided by non
traditional data streaming sources. Prdiaga collection is a set of relatively lesost methods
for obtaining travel time and speed data for vehicles traveling on freeways and other
transporationroutes NDOT has already procured probe dataaitrs through a thirgparty
vendor INRIX, to augment traffic data collection and assess the performance of its operations
INRIX is maintaining 412%raffic management centetio collectthe traffic informatiorfor
major freeways and urban areas.

3.2 Selection ofSites

To evaluate theefiability and accuracy gfrobe data streasit is important to identify
the location of th&TRs. Theresearch team anbletechnical advisory committder the project
decided to seledt6 specificlocations based on the followiffige criteria

A NearesfTMC from the ATR mid-point,
A 2014 continuous traffic count data and traffic characterigtics Nebraska Streets dn

Highways (April 2015)andAutomatic Traffic Recorder Data (June 2016)

A Winter segments (given BlyDOT),

A Level of confidence available in particular areasd

A Anomalesfoundfrom cumulative distribution functiofCDF) distributions
To improvedecisionmaking we also considereithe percentag of heavy truckusageandthe
interquatile range for each TMC.

The dashboard view of all the ATR locations in Nebraska, along with their reliability
curves, nearby TMCsverage annual daily traffic, confidence lsyahd minimum distance
from ATR mid-point, is shown in Figure 3.TThe 16 sites selected are shown in Figure 3.2.
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Automated Traffic Recorders and nearby TMCs details

Automated Traffic Recorders (ATRs) Reliability Curve
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Figure 3.1 Dashboard view of 16

ATR=61

ATRE 32W
. ATR#39 T
ATR#17
ATR#43
TATR# 31E~
Lizcoln
ATRE 38 ATR#46 =
-
ATRE20  apaca AIREES ATRE6S

ATRZ1S
|

ATR=64

Figure 3.2 Location of 16 selected sites

Raw data files received frothe INRIX server were parsed using Hadoop technology
and then visualized with tools like Tableau and R programmiagito choosinghefinal 16
sitesfor evaluaing the reliability and accuracy of probe data streagrinst fixed
infrastructuremounted sesor dataThe 16 sites with above criterigelected for this studgre
shown in Table 3.1.
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Table 31 Selected sites with different criteria

% of
Confi- Heavy | Nearest
No. | TMC Dir | County Road dence | AADT IQR | Truck | TMC/XD Remarks
118+12177 Nearest
1 11812176 | EB Chase us-6 7.10 570 3 188 3096189 mid-point
3096305 | ATR#19
118+04528| Nearest
2 11804527 | WB Douglas 1-680 67.08 16094 4 1600 | 48151029 | mid-point
5111124 | ATR#32
118+04560 Nearest
3 11804559 | SB Lancaster| 1-180 40.88 32399 7 837 5115670 mid-point
5115743 | ATR#46
118+04545 AADT
4 11804752 | WB Sarpy 1-80 97.76 67773 2 10,075 5118286 ATR#17
5118291
11804784 AADT
5 118+04785| EB Dawson 1-80 97.9 17917 3 7701 5106319 ATRE20
5106309
6 118+04552| EB Douglas 1-80 98.62 173168 4 —--- 5111192 ATR#24 E
11804804 s;""rrr‘]t:r':S
7 118+04805| EB Seward 1-80 97.89 27086 3 7918 5118482 9
nearATR
5118490
#38
118+04788 S;’V'rrr‘]t:;ts
8 11804787 | WB Buffalo 1-80 97.97 20673 3 —--- 5105936 9
nearATR
5105935
#54
118+04766 Con'?ig:nc
9 11804765 | WB Deuel 1-80 95.11 7297 2 4426 3136954 ¢
nearATR
3136959
#31
118+04774 Con'?i'c?:nc
10 11804773 | WB Lincoln 1-80 97.87 15667 2 7195 5116674 &
near ATR
5116683
#43
118+07639 co'\r?flsjdelr?c
11 | 11807638 | SB Thayer us-81 66.68 3812 4 1270 5059806 ¢
near ATR
5059878
#64
118+07729 Con';i‘(’j"(‘a’nc
12 11809466 | EB Dodge US-30 47.14 5335 3 661 5110005 &
near ATR
5110018
#61
118+09438 egﬁ;“nac'g
13 | 11809439 | EB Dawson | US-30 10.08 2646 4 191 5109780 -
high; near
5109790 ATR #2
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Anomaly

11811849 variance
14 | 118+07802| NB Otoe Us-75 39.22 4122 3 630 5107356 hiah:
5107390 | M9 hear
ATR #6
Anomaly

11808701 variance
15 | 118+08702| NB Howard | US-281 | 19.85 5434 3 528 5114752 middle
5114762 nearATR
#39

Anomaly
variance
118+11098| middle

16 | 11811097 | EB Otoe NE-2 82.67 | 11569 0 2872 5116156 nearATR
5116160 #65

(suggested
by NDOT)

TMC: Traffic message channdDir: Direction; AADT: annual average daily traffitQR: Interquartile rage.

3.3Checking Performance of PVR against Wavetronix

To consider PVR data as benchmarked, it was necessary to evaluate the performance of
PVR sensorsisinganother reliable source of data. THere, to check the performance of PVR
reported datave utilized trailergas shown irFigure 3.3)o collectafew sanples of Wavetronix
sensor data. Wavetronix sensors use radar technagllecttraffic operations data. Each
sensor unit consists of a Doppler radait, a
wireless modenma solar paneland onboard
processors for redime processing of traffic
information such as speed, volume, occupanc
etc. Thedate, time, and total number of minutes
thedatawerecollected by trailers for each
locationare shown in Table 3.2wo locations
17 and 2 Eastboundwere excludedrom
further analysis.

To evaluae the reliability of PVR data,
the dataverecompared with dateollectedby
thetrailers (Wavetronix datajAs shown in
Figure 34, we used CDF to illustratthe
differencein speed between PVR and Wave
tronix sensors. CDF is the probability that a
variable takes a value less than or equal ta x
Figure 3.4, e horizontal axisepresentshe
allowable domairor the given probability
function(speedl. Becausehe vertical axis
reflectsprobability, it must fall betwee@ and 1.

In all images, the probabilitpcreases frond to
1 from left to right on the horizontal axishe
speed showron horizontal axisangefrom

Figure 3.3 Wavetronix sensor during
data collection
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Percent

Table 32 Wavetronix data collected with trailer

Sensor Time Number of minutes
2 11/22/2016 2:01:17 pin11/22/2016 4:03:43 pm 122
6 11/21/2016 4:16:23 pn11/21/2016 6:18:39 pm 122
17 11/22/2016 2:10:03 pin11/22/2016 4:19:59 pm 130
19 11/21/2016 2:45:37 pinl11/21/2016 4:45:40 pm 120
20 11/22/2016 5:08:49 pin11/22/2016 7:11:35 pm 123

24E 11/21/2016 8:45:49 piin11/21/2016 10:47:42 pm 122
11/21/2016 9:55:00 ainl11/21/2016 9:57:06 am
31E 11/21/2016 10:02:24 aim11/21/2016 10:08:40 am 33
11/21/2016 10:35:43 ain11/21/2016 12:50:31 pm
32 11/23/2016 11:51:55 ain11/23/2016 2:24:03 pm 153
38 11/20/2016 7:52:35 piin11/20/2016 9:53:29 pm 121
39 11/23/2016 11:20:12 ain11/23/2016 1:23:11 pm 122
43 11/22/2016 9:29:05 ainl11/22/2016 11:47:28 am 138
46 11/21/2016 9:12:50 ainl11/21/2016 11:16:36 am 124
11/22/2016 8:29:29 piin11/22/2016 8:46:10 pm
54 11/22/2016 10:41:57 p@11/22/2016 10:59:44 pm 158
11/22/2016 11:01:16 pinl11/22/2016 11:59:49 pm
11/23/2016 12:00:03 ain11/23/2016 1:05:01 am
61 11/22/2016 5:59:28 piin11/22/2016 8:07:52 pm 128
64 11/20/2016 3:00:20 prInll/ZO/ZOlG 5:02:20 pm 185
11/20/2016 6:52:01 pfin11/20/2016 7:55:15 pm
65 11/21/2016 12:46:35 pin11/21/2016 2:55:42 pm 129

Note: Sensors appearing in red were excluded from further analysis.
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Figure 3.4 Cumulativedistribution functionof speed for PVR and@/avetronix datasets
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40 to 90 mphWe expected thathetwo CDF linesfor thePVR and Wavetronix sensors for each
locationwould nearly overlap each othddowever it is obvious fronfFigure3.4thatdifferent
traffic speed performanceas detected by the two sensatfocations 6N, 6S, 19E, 19W, 32W,
39S, 61E, and 65E. Thus, these locations were exclooi@durther analysisThelocation of
theselected ATRsre shown in Figure.Basred asterisksexcludedATRs are shown ablue
triangles.

ATR# 61
ATR#32W
A

*
ATR#39 4
ATR#43 A ATR# 40

ATR#31W * ATR#;SGW

ATR: 38 ATR: 46 ATR#6
ATR#2 " A
* ATR# 54 Alhess
*

*
ATR#19 ATR# 20
A

A = Excluded locations

% =Selected locations ATR: 64

Figure 35 Location of ATRs (red asterisk: selected location), (blue triangle: excluded locations)
3.4 Conclusion

In summary, this chapter provisia brief description of howhe 16 sitesout ofthe 65
ATRsin Nebraskawere selectetased on different criteri&or each selected ATfhere are
correspondin@MCs, whicharemaintained by INRIX to collect traffic details on major
freeways and urbanized are@s. makebeterinformeddecisiors, we also considered the
numberof heavy truck andtheinterquartile range for each TM@&Iso, we examinedhe
reliability of the PVR data by comparinthose datavith Wavetronix sensor traffic information
collected byroadsiddrailers.In the nextchapte, thereliability and accuracy of redime INRIX
data using different performance measures for selected AR ussd.
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4. Evaluation of Reliability and Accuracy of RealTime INRIX Data

4.1 Introduction

For this studyreaktime and historical traffic datavhich were collected through two
different methodd probesourced streaaddata and fixed, infrastructuraounted sensods
were utilized The probe data stream used in the current siadpbtained from INRIX which
aggregates trafficelated information from millions of GP&abled vehicles, mobile devices,
road sensorsaind other source$he data collectediereprocessed in reéiime, creating traffic
speed information for major freeways, highwegysd arterialsn the state of Nebrask@he
INRIX probe data stream was compared to a benchmarked sensor data source to explain some of
the challenges and opportunities associated with usingavebeprobe data. The benchmarked
dataset used in this wovkasobtained fron PVR sensorsvhichprovided traffic data for each
vehicle passg the sensor.

In theremainder of this chapteiNRIX performance will be thoroughly evaluated by
various factors including coverage, speed bias, latency, amnmgested hourank order ér
congested houBTI, rank order foBTI, and reliabilitycurves.The performance measures that
will be addressed ithis chapter 4 araummarizedn Table4.1.

Table 4.2 Overview ofperformance measures

Performance Measures Comments
Percentage availability of | Total percentage of time level 30 data is available for given TMC segment
INRIX
Speed bias Difference been speeds reported by INRIX as compared to the Wavetronix speed
Congestion detection latenc| A measure of delay between two time series datasets, which is used to measure the di
of start times of a congestion detected by INRIX compared to PVR.

Congestion counts Number of congestions detected by both INRIX segments and PVR sensdeterithies
lower than 20 minutes.
Congested hour In this study, two scenarios were considered for comparing number of hours of congest

between the INRIX and PVR datasets:
fScenatrdotoall:numberwmifc houpesed of earch
45 mph.
fScenario 2: duration of congestions
PVR sensors with detection | atency I
The two scenarios were compared for two time periods: single day and three weeks.
Buffer time index Cdculated by subtracting the 85th percentile of TTPM (travel time per mile) from the me
of TTPM and then dividing that result by the median TTPM; calculated-fand 3week
periods.
Reliability curves The inverse of speed multiplied by 60 was comgidd TPM in minutes.

4.2 Evaluating INRIX using PVR
4.2.1 Percentage Availability of INRIX

The most critical consideration evaluating probe data the geographic coverage
provided by the vendor. The quality of probe data is heavily dependent oanterof probes
on the road network. The more probedimnetwork the bettethe coverageln Figure 4.1the
yearly coverage for interstate anchAaterstate roadways in the state of Nebraskshownfrom
2013 through 2018n 2013 thee was/3.14% availability of reaitime datafrom interstate
roadways as compatéo 43.73%from noninterstate roadwayd$igure 4.1a)ln 2014, there was
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anincreasean availability of realtime datafrom interstate roadways with7.226 and adecrease
from nonrinterstate roadwaysith 41.01% (Figure 4.1bYhelowest availability of reatime
datafrom interstate roadwayduring the time period studig2013 2016) wasn 2015 with
71.90%(Figure 4.1c)and the highest was in 2016 with 78.8@igure 4.1d) Therewerea
number of roadthathadno coveage;however, this may improve with time as the number of
probes increaseln regians with limited probelata, vendors derive retme data from

historical traffic data trendé\gencies may rely on this datasebwever, the accuracy should be

evaluded.However, ntheseareasthe agency could augment probe data with infrastructure
mounted sensors.

interstate Non-Interstate Interstate Non-Interstate

(c) 2015 (d) 2016
Figure 4.1 Percentageoverageof INRIX in the state of Nebraska

In addition to reatime data, INRIX provides historical data whenever-teaé data are
not availableThe higher thelevice penetration (i.eamore cell phone probedhe better the data
are For each speed measurement, INRIX reports a measure of conficdgureed asne of
three possible values:

1 Score 30: speed estimate for that segment based completely-tmeaddta(the
highest confidence scgre

23



1 Score 20: speed estimate based ontread data across multiple segments and /or
based on a combination of expected andtiead dataand

1 Score 10: speed estimate based primarily on historiq(tetdowest contience scofe

The daily availability ofNRIX traffic data isshown in Figure 4. 2reflectinghow tréfic
speed datérom interstates and neinterstatesrespread ovea span offull day based on
confidence scores 10, 20, and 30. As expected, INRi¥able to provide redime speed data
(score 30) most of the day on interstatélsereas omon-interstates, redime datawere
providedmostlyfrom around 6 am to 6 pm. Forsiance, at point A oRigure 4.2, the blue and
red lines (scor®l0 and 20respectivelydescendirastically while the yellow line (score 30 =
reakttime) rises significantly. On the other hand, from midnight to glzefore point Ajand
around 6 pm to midnighafter point B) when theravasless devicgenetration, historicalada
wereused to predict speed amdsreported with a confidence score value of Tus, INRIX
provides a higher percentage of r@ale data on interstates compared to-imaarstates anthe
data aremore reliable during the day than at night.
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(b)
Figure 4.2 Daily availability of traffic speed data for selected INRIX segmeh(s) interstates
and (b) norinterstatesn the state of Nebraska
4.22 Speed Bias

Speed bias is defined as the differencepafed between two traffic speed data providers.
There is almost always a speed bias between data streaming from probes and traditional
infrastructuremounted sensors. Different factors, suclthasneasurement techniquég
number of probes on road, roaaype (interstates or nbinterstates), geographical location,
etc, influence the magnitude of probe data speed basise these data accuratelysitritical
to understand the factottsatinfluence and handt these biasedn this study, speed lsavas
calculatedby subtractig INRIX speed from PVR spedé@&quation 1)

YA QOQQOID oY QQQA0 YIOHQQQ (1)

Speed biasvasevaluated based on three different categofig<onfidencescores, (2)
locatiors, and (3)congesbn vs. horcongesbn times

First, we examind how different speed biasarecalculated usingifferent scoresProbe
technology calculates speed as the average speed of vehiclesegarembf aroad which is
called space mean spg@MS). Timemean spee(lMS), which isanarithmetic mean of
vehicl esd s peisthecpleusted spegd faa bepcbmarkdd local sensor dataset.
There is always a difference betwesgrace mean speaddtime mean speedue tothe
measurement techniqueed CDF can be usetb illustratethedifferent speed biasfor all
sensors with respect to different scof®E3, 20, and 30 As explained previously, CDis the
probability that avariable takes a value less than or equal fthe horizontal axisepresentshe
allowable domain for the given probability functiddecausehe vertical axiseflects
probability, it must fall betwee@ and1; it increases frord to 1 from left to right on the
horizontal axis.

The CDF of speed bias between INRIX an¥IR datasets for all selected location based
on confidence scores 10, 20, ands38hown inFigure4.3d c. In Figures4.3a and b, some CDF
lines (43W, 20W, 38E, 54E, 43E, etc.) are nahmshape of aurve due tdhelack of sufficient
confidencescorelO or 20 dataHigh speed bias is shown Figure 4.3, for lines 46N, 46S,
39N, andfor lines46N and 39%f both Figures 48and c.No trends in the speed biases of
various locationsre shown in Figures 4.3a abichowever in Figure 4.3¢cspeed biasest all
locationsare shownn a nearly homogeneous cluster. Dashed lines at the veanthfight of
Figures4.3a,b, and adepicttheabnormal magnitude of speed biAscordingly, INRIX data
with confidencescores 10 and 2Which represenhistoricaldata,should be excluded for speed
bias analysisSpeed biasebor all locations on aggregate by differauinfidencescoreq10, 20,
and 30 are shown in Figure 4.3d
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After evaluatirg speed bias fathe different confidence scores 10, 20, ad 30,we
compare reakttime speed biases of all locations separatatyexample ofrrors associated with
traffic speed reported using only reémhe datafor some sitess illustrated inFigure 44. In this
casepecause¢he magnitude of speed bias matters over all minutdseadfay, errorwasdefined
astheabsolute value of speed bias between PVR and INREA Thered dashed linan each
image of Figure 4.4howsthe median error for each ATR sitat the right side bdaily error
plot for each site, CDF of the error is also plotiath ahorizontal axis betweedand 20 Due
to alack ofsufficientreattime datafrom midnight to almost 6 arfpoint A in Figure4.4), speea
biaswashigher comparetb other time of a day Plots for all other locations can be found in
Appendix B (Figure B.1).
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Figure 44 Errors associated with traffic speed reported using onlytireal data for some sites

Themedian speed bias for each AWRh respect to each directiamshown in Table 2.
ATR 39 Northboungdwith a speed bias d4.32 mphaccounts for the highespeed biaamong
all sites. The average speed biaslbbther locationsvas6.06 mph
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Table 42 Median error for eachite

Median
ATR speed bias
(mph)
2E 4.88
2W 5.00
20E 6.91
20W 6.71
31E 6.63
31w 5.25
32E 5.64
38E 7.55
38W 6.96
39N 14.32
40N 2.86
40S 2.67
43E 6.95
43W 6.81
46N 6.94
46S 5.95
54E 6.82
54W 7.53
56E 5.78
56W 6.33
61W 8.01
64N 5.54
64S 4.98
65W 6.67

Finally, we examiné how speed bias varies duripgriodsof congesbn andno
congespbn. Generally, speed bias changeslifferent conditions, such aRy vs. night, scores
10 vs. 20 vs. 30, freeway vs. nfreeway,congesbn vs. nocongesbn, etc A box plot of speed
bias for each location durirtgnes ofcongesbn and nocongesbn is shown in Figure 4.5
box plot is a standard way ogictingthe distribution of data based on fivelues minimum,
first quartile, median, thirquartie, and maximum. lirigure 4.5the central rectangker each
plot spans the first quartile to the third quartile (tterquartile range)rheline inside the
rectanglebetweerthelight- and darkshaded areagpresenthe mediapandthe linesabove and
below the boxepresenthe minimum and maximumwalues The interquartile rangea measure
of statistical dispersions equal to the difference betwethre 75th and 25th percentiles, or
betweerthethird andfirst quartiles In Figure4.5, there are twglotsfor each congested
location oneshowing the speed bias for neoongestegberiods (leftlandthe othershowng the
speed biafor congestdperiods (right) Based on thenterquartile rangef all boxesshownin
Figure 4.50n canobsene thatINRIX performancds constant and reliable both duripgriods
of free flowing speed (noftongestegheriod9 andcongestegberiods however, we culd not
determineany stable pattern for speed biaxohgested versus n@ongestegeriods Far
instancefor sites 2W, 32E, and 38Hespeed biassfor congested and nesongestegberiods
werenegative and close to zero, wherdasy werepositive forthe40N, 46S, and 61\Wites On
the other handor 39N, 43E, 46N, 54ites thespeed biasswerepositiveduringnon
congestegberiodsand negative during congesteeriods According to available data, no
patterrs werefound for speed bias betweemnmongested vs. congestpdriods howeverwe
concluded that INRIX performs religbtiuring bothcongested and nezongestegberiods
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4.23 IncidentDetection

Improving traffic safety and operations have long been areastfationamong
researchers and engineers. Traffic incidents, particularly traffic crashes, are of great interest due
to the hugealelay anccosts that traffic injuries and fatalities impasesociety.Traffic delays
can beattributed to nonrecurring incidents inding but not limited to traffic crashes,
construction events, and adverse weather conditions. These incidents nteyvatstber
consequencesuch asecondary crashes and delays in emergency medical sewinielscan
cause further complications amdpose additional costs. Consequently, monitoring the
transportation network and being able to detect and report anomalies in real time are of great
importance in the realm of traffic management.

4231Dat tar SanPr #macessi ng

Most of the timen reatworld scenaris, raw traffic datareincomplete, highly
susceptible tmoise, and inconsistefdr many reasons, such as sensor failures, measurement
techniqueerrors, huge size, etc. Data {p@cessingan be used toy to detect and correct
corrupt and erroneous traffic datdowever the stormageand analysis of massive amounts of
INRIX and PVR dataareimpossibleusingtraditionalmethods as theyequire the processing of
more than 500 GB of datarhich would be prohibitively time intensive ortraditional machine.
For this study, &igh performing cluster was used for data proces3ihngHadoop Distributed
File Systen{63] was used for storage of the datad magreduce was usddr processing. Pig
Latin [64] was useds thdanguage to implement mapduce algorithms.

4232CongebBeteati on Al gorithm

After data processing corngestion detection algorithmasimplementedo detect and
classifytheonset ofcongestion throughut thenetwork for the study perio€€ongestionsvere
identifiedaswhenthe speed data dhe INRIX segment or the mean tfe 1-minuteaggregated
speed data dhe PVR sensor for that locatioimdicated that the speehloppedbelow 45 mph
According tothe Highway Capacity Manuglersion § [65], LOS (level of service) on basic
freeway segments is defined by density. Although speed relate$o service qualityis a
major concern of drivers, describing LOS on the basis of gpekfficult, asit remains constant
up to high flow rates [i.e., 1,000 to 1,800 pc/h/In for basic freeway segments (depending on the
free flow speed)]. There are six levels of servicénee for basic freeway segmerftsvelsAi
F). The minimum speed ofround 50 mph fokOS E is almost constant for differeinée
flowing speedgfrom 75 to 55 mi/h) With anapproximately 5nph average speed bid$ mph
is consideredhethresholdfor traffic congestion.

How the algorithm recognize&®ngestionss illustrated inFigure4.6. The Hue line
representgheoriginal traffic speedandred linerepresentshefixed thresholdf 45 mph.The
congestion statime is wherthe speed drops below 46ph, andthe congestion entime is
whenthespeed rises above 45 mph.
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Figure 4.6 Exampleof congestion detection

4233Lat encCguatd

Latency is a parametératrepresergthe measuementof the time delay between two
time-series datasets. In this stuthtencywasused to measure the differermetween
congestiorstarttimes detected byNRIX vs. PVR (Figure 4.7a)lt is crucial to verify latencies
within probe data streastfior timely detection of events on roads. Basedavork by Adu
Gyamfiet al.[12], the average rangef latencies associated with prolg sensor data are
between 3 and 12 minutes on freeways lagitveer7 and 20 minutes on ndreeways. In this
study, we considerednly congestionshatwere detected by both INRIXegmentand PVR
sensorith latencies lower than 20 minutdhelocation of 3 sites experienag congestion
with latendéeslower than 20 minuteis shown inFigure4.7h

Additionally, the number of congestiotigtoccurredat each site and the average latency
between INRIX and PVR associatetth each sitareshown in kgure 4.8 There were many
instances when congestiongh higher latenciesvere detected by both INRIXMC segments
and PVR sensorsiowever |t should be noted that we consideogdly congestionshatwere
detected by INRIX TMC segments and PVR sensors with latency below 20esiihe
average latency for all congestions detected by thatiNRIX and PVR datasetsas4.97
minutes.As shownin Figure 48, theaverage latenesfor afew ATRs (39N, 43E, and 46S)
werenegative which meanshatthe INRIX segments detected congestion earlier than PVR
sensorgslid.
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Thenumber of congestions detectedditherINRIX or PVR or by bothduringa 3-week
fixed period of time for all siteis shown in Table 8. TP (true positivg indicateshe rate of
eventshatwere detected by bothNRIX and PV, FN (false negativerepresents the rate of
events detected BBVR butnot by INRIX, and inally, FP(false positivg representshe rate of
events detected ONRIX but not byPVR. The values in theakt column show the precision of
congestion detection by INRIX, calculated using Equation 2.

01 Q6OQI Qét )

Table 4.3 Reliability of INRIX in detecting congestion events

Location INRIX PVR Both TP FN FP Precision
2W 7 12 2 0.167 0.417 0.417 0.28
32E 6 21 4 0.190 0.714 0.095 0.667
38E 7 14 3 0.214 0.5 0.286 0.4
38W 6 22 3 0.136 0.727 0.136 0.5
39N 5 31 4 0.129 0.839 0.032 0.8
40N 1 1 1 0 0 1
40S 4 1 0.143 0.429 0.4 0.25
43E 4 3 0.375 0.5 0.125 0.75
46N 8 10 1 0.1 0.2 0.7 0.125
46S 7 10 3 0.3 0.3 0.4 0.4
54W 4 10 4 0.4 0.6 0 1
61W 13 36 10 0.278 0.639 0.083 0.769

It wasdifficult to derive any robustongestion detectioresuls by comparing INRIX and
PVR datasetsisingonly 3 weeks of data and 16 different ATH=ar future studies, &/strongly
recommendising data from &onger period (1 year) arallargemumber of sitedJsinga
congestion detectiocalgorithm, 44 congestions were detedigdoth the INRIXandPVR
datasetsor all seleted ATRson all days.The timestampfor worst congestions for each
congested site artletwo worst congestions among all other sdes shown in Table 4.

Table 4.4 Worstcongestions

ATR Worst Congestions

2W 02/24/2017 08:38 am, 02/24/2017 09:25 am

32E 10/31/2016 12:28 pm, 11/01/2016 09:27 am

38E 02/24/2017 05:02 am, 2/24/2017 10:58 am

38W 02/23/2017 08:45 pm, 2/24/2017 09:05 am

39N 02/23/2017 05:01 pn2/24/2017 10:29 am

40N 03/28/2017 05:13 pm

40S 04/19/2017 07:47 am

43E 02/24/2017 02:13 am, 02/24/2017 04:29 am

46N 04/19/2017 05:24 pm

465 10/28/2016 07:49 am, 11/29/2016 07:42 am

54W 02/24/2017 02:16 am, 02/24/2017 01:55 am

61W 02/24/2017 05:3pm, 02/24/2017 12:30 pm

Two worst ATR 46s: 02/23/2017 08:13 pm

Congae”StA'\oT”sg‘mo”g ATR 32e: 11/01/2016 09:27 am
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4.2 .4 Performance Measures

4. 2Cdn @ eHotue d

Traffic congestion is widely known adransport cost. It plays a key role in transport
system performance evaluation and affé@asport planning decisions. Wheroadsystem
reaches its capacity, each additional vehimesékes itmoreoverloaded an@nposes moréelay
on othervehicles. Some impacts of congestiarcludeincreasd travel time,accidents,
unreliability of arrival timesincreaseduel consunptionandpollution emissionsadversehealth
effects etc.Generally, here are two types of congestioecurring and nonrecurringecurring
congestion i€onsideredongestion caused by routine traffic in a normal environaedis
somevhatexpected, whereas nonrecurring congestion is unexpected and most likely caused by
anincident. Nonrecurring congestion magcuras a result o& variety of factorsuch adane
blocking crashes or disabled vehicles, wndne lane closures, adverse weather conditions, etc.
Whencompuing congestion costspseorganizationsonsideronly recurringcosts whereas
others include bothecurring andhonrecurringcoss. In this study we attempted to evaluathe
reliability of INRIX using acost benefit analysiswWe also discusghe limitations ofiINRIX with
regard tahe detection of recurringndnon-recurringtraffic congestionsCongested hous one
of the measurethatindicate howeliableINRIX can bewhenevaluating the cost of congestion.

In this study,fithespeed of aoadsegmenfell below 45 mph for a period of time, the
segmentvasdefinedas beingcongestedor that period. Afteconsideringall congestions
detectedy INRIX andsensor datasets a similarstudy conducted for state of loywae
determined minutesas thethresholdfor the minimumdurationwhendetermining the period of
traffic congesbn (Figure 4.9) The distribution of congestechffic periodsfrom two datasets
(sensor and INRIXoverthe span o& year in the state of lows shown in Figure 4.@he
horizontal axign the original image extendéd more than 400 minutglsut herethe imagewvas
zoomal into from 1 to 100 minutes for clearer visualizafiobooking at the distribution dhe
two datasets, especialisom thesensor data, it is clear that congespeniodsof less than 6
minutes are very different from others in terms of trend.
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Figure 4.9 Distribution of congesbn periods(in minutes) for sensor and INRIXlata in the state
of lowafor 2016(the red arrowindicate6 minutes ashe minimum acceptable
threshold fora period ofcongestion)

In this studywe consideedtwo scenarios for comparing INRIX and PVR datasets in
terms ofcongestd hour For the frst scenaripwe consideedthe congesbn periodas the total
number of hours for whicthe speed of each segmemasless than 45 mph f@a minimum 6
continuousminutes which is a very common scenarkor the £cond scenarjave considered
the congestion perioas thetotal duration of congestions detected by both INRIX segments and
PVR sensors with detection latency lower than 20 m#ute

Theabovedescriledscenariosvere comparetbr two time periods (1) asingledayand
(2) 3weels. Becausehe total number of daysf datavaried for different ATRs,a 3-week period
was considerethefixed maximumperiod of time for all ATRs in our analysis. However, this
period of timedid not occurin thesame month fothedifferent ATRs for instancefor location
46 southboundhe 3 weeks were in April 201, 7andfor location 46 northbounthe 3 weeks
were in November 201&catter plotsfor congested houttetermined byhe INRIX and PVR
singleday and3-weekdatasets for the tworedefined scenari@ge shown in Figure 4.10
Congested houwwereaggregatedor the respective time periodsirigledayand3 weels). In the
scatter plots, theertical and horizontaaxesof the plots represent the congested hour
determined byNRIX and PVRdatg respectivelyEach pointon the plotrepresentshe total
duration ofcongesbn of a segmetfisensor paifin hours) overthe period of time¢hat was
plotted. For instancehe scatter plotin Figure 4.1@ for scenario 1 illustrates allays with
congesbn for all ATRsover3 weeks Additionally, aregression line is plotted for each scatter
plot usingits equation and Rvalues.
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congestionsveredetected by botthe INRIX and PVR datasets
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Because for some ATRBIRIX reportedtraffic speedas beingclose to 45 mph or even
slowerfor most of the timethe duration otongesbn from the INRIX databaseompared to the
PVR database/as observed @ending tobelonger, as shown in Figure 4.10a andrhelack of
sufficient confidence score 30 (reahe) datanegatively influencethis situation.Two
examplesof when INRIX detectedspeedat mostly aroundt5 mph for location 46&re shownn
Figure 411a In both INRIX-46S time serieshown the spee@vasalmost always around 45
mph, eventhoughno congestiomccurredon that day. Moreovethe four sampleshown in
Figure 4.11bndicate alack of realtime data, espaally duringperiods ofcongestion. Points A,

B, C, D, and E in Figure 4.11b depict the chamgeonfidence scores froneal time (scor&0)

to historical score20 or 10)dataduringperiods ofcongestion. These critical issues with INRIX
data, especially duringeriods oftcongestion, persuadedto make use of scenarid@ further
analysesUsing scenario Zor which weconsideedall congestions detected by both INRIX and
PVR with detection latency lower than 20 minytes obtained réble results for comparing
thetwo datasets.
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Thecongesbn durationrank orderfrom thePVR andINRIX datafor selected ATRs
after evaluating INRIX performance for calculating congestion duration, is shawgure 412.
As shown in thdigure, 8 out of 12sensors and tlrecorresponding segmerttadnearlythe
same rank in terms of congestduration TheINRIX performance for congdash durationwas
mostly reliable however, it would be better ttave been ablevaluate its performance on more
segments witla higher number of congestions over a longer period of time.

PVR INRIX
Sensor Segment
PVR46S I 118+07729 | P51\
PVRG1W 118-04559 |, F\/R465
PvR32E I 118-04787 I /54
pvrsaw I 118+08702 I, F/3oN
PVR3sE I 118+04774 I R 3E
PvR3gw I 118+04528 N PR3 2E
pvr3on I 118-04804 I F\R38\W
pvR43E I 118+04805 I PVR38E
PVR2W I 118+04521 I PVRAON
PVR4ON NN 118+09438 I PVR2W
PVR40S N 118-04520 [N PVR40S

pvr4cN I 118+04560 [l PVR46N
0.0 0.5 1.0 15 2.0 25 3.0 35 4.0 4.5 0.0 0.5 1.0 1.5 2.0 25 3.0 3.5 4.0 4.5
PVR Congested Hour # INRIX Congested Hour

Figure 4.12 Rank order of segments and sensors based on ciomghstation

4.2.4.Ti Baf{BFEX

In this study, BTwascalculated by subtracting tl#&th percentilef TTPM (travel time
per mile) from the mediafiTPM and then dividing that re#t by the mediaT TPM (see
Equation 3. BTI represents the percentage of extra travel time that almoshedles would
need to add to their trips to reackithdestinatioron time n a giventime-of-dayand/orday-of-
weekperiod. For example, a buffer index of 60% at 7 am on a igesuere theravel time is
10 min when there is no congestiarould indicate that travelers should allow for 16 min at 7
am to make sure that they arrive on time.

"4P : (3)

A comparison ofhe INRIX data stream versule PVR sensor datasebased on weekly
and theeweekly BTIs is shown irFFigure 413. A BT| wascalculatedor each timeperiod
(weekly and thresveekly). Additionally,aregression line is plotted for each scatter pkihg
its equation and Rvalues

As observé in Figure 4.13theBTI for the PVR data waslmost always marthanthat
for theINRIX databaseThe main reasofor thisis low variation oftheINRIX data.Becausen
NebraskdNRIX provides traffic datanostlyvia truckstravelingontheroads, it is hard to find
considerable variabilitin the magnitude ahespeed On the other handlycalinfrastructure
sensors record traffic informatidrom every vehicle on rogavhich leads tdiigher variability,
or in other wordsawider range of speedhespeed profileérom raw, smoothed PVR sensor
and INRIX segmendatacorresponding to ATR 65 Westbound fot-aveek period of timare
shown inFigure 414. It can be observetthat level of variatiorior theINRIX datais less than
theraw andeventhedenoised sensor data. Catearing variability as noise is one critical
misunderstandingy manyresearchersAs can be seen in Figurel4, thetime series of raw and
de-noisedPVR-65W datashows a wide range of speed compared to its corresportliR$X -
65W segment.
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Figure 4.13 1-weekand3-weekly BTk for probe and sensor datasets
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Consideringhedefinition of BTI, awider range of travel timeould lead toa higher
BTI. In this study,TTPM wascalculatedusing theinverse of speed multiplied by 60hus,a
wider range of speadvould resultin ahigher BTI. It is important to note that noise does not
affectthe BTI significantly however this depends on the magnitude of noise redunciin the
smoothing process. CDdf TTPM for some sample ATRs shown inFigure 415. Thebias
shownbetweerthe PVR and INRIX CDF lines wasorrected by shifting badke INRIX 50"
percentile point to overlap do thePVR 50" percentile point. By looking ahe 85" percentile
of TTPM on both CDF lines, it is clear thtite magnitude othe 85" percentile off TPM for
PVR (blue line)wasalwayshigher tharthat forINRIX (red line) which led toa greater BTI.
The comparisobetweenNRIX andPVR raw datais shown inFigure 415a, whereas the
comparisorbetween théNRIX with thede-noisedPVR datasetis shown inFigure 415b.
Comparingthe plots inFigure 415awith those in Figure 45, it isclearthat noise reduction
did not drasticallyaffectbuffer time.Thus,we concluded that INRIX is not reliable for
calculating BTI.
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Figure 4.15 Cumulativedistribution functiorof travel time showing difference of 8%ercentile
between probe an@) raw sensor data afio) smoothed sensor data
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Afterobserving thgoor performance of INRIX icalculatingBTI, we calculated the
BTI rank order ofNRIX andPVR datafor 1-week and3-week periods of tim@rigures 4.16a
and 4.16brespectively. Only 3 out of 24sensors and thecorresponding segmertadalmost
in the same rank in terms of BTlherefore, it can be concluded that this analysis, INRIX
performancavasnot reliable foreitherBTI or BTI rank order. However, it should be noted that
this analysisvasconductedn alimited number of ATR®vera short period of time. We
recommendhatmore sites and longer period of tifne usedor further analyss.
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Figure 4.16 Rank order of segments and sensors based on BTI for
(a) 1-week andb) 3-weekperiods

4. 2.4.3 Reliability Curves

As mentionegreviously TTPM was calculated as theverse of speed multigld by 60.
A reliability curve is defined ahe CDF of TTPM for each segment or sensbhe TTPM
reliability curves for all ATRgor eachdirectionare shown irFigure 4.17 As revealed in the
graphs, herewasalmost always a visible shift between probe and semsoes known adravel
time biasBecausd TPM wascalculatedusingspeed, speed biasasthe reasoifior thesmall
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differencesin reliability curvesat all locations Equatiors (4) to (8)showhow we calculate the
travel time biagor this study

4 0A0ERAEAET OORBAT 0140-) . 24 B0k (4)

where sensof TPM and INRIXTTPM areexplained m Equatios (5) and (6) respectively.
3AT 0ouOd ET OO0Aem & i QtiiénQaaQ (5)
). 24804 ET O0A-zom (6)

After considering the average speed bB& mph, tavel time bias can be calculatasl follows:
4 0A0ERAEAET OOAzepmnm —zom
4 0OA0BEAEAG—:z0m

(7)
(8)
Reliability curvedor all locationsshownin Figure 4.1b have hugéifferencesin TTPM

(travel time biasgfompared to the normal locatiosisownin Figure 4.14a. With regardto travel
time bias, itwasconcluded that INRIX performanceusuallyreliable andconsistent.
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Figure 4.17 Cumulative distribution functioof travel time per mile fofa) normal sites ancb)
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4.3 Conclusion
To sum upthere are some critical poirttsatstate DOTs and transportation agencies

shouldconsidemwhenusinga probe data streafike INRIX. Some advantages and limitations of
INRIX are as follows:
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Finally, many different tests, analgs and experiments have been left for futstedies
due to lack of sufficient datdhe nmain pointthatshould be taken into consideration is kegth
of time ofdata collectionlncreasingcollection timeto a year or more woulchakepossiblethe
measurment ofthe performance of probe data versus local sersa@r a longer period tifne.
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5. Performance Monitoring and Historical Trend Analysis

5.1 Introduction

In this chapterperformance monitoring and historical trend analg$isterstate 8@l-
80)is discussedFirst, the tod0 congested segments were identifiecbugh adetailedanalysis
of when congestion occud by month, day of week, and time of day. Second, congestion per
mile wascalculated for monthly and yearly comparisofimetro areas across Nebraska to
determineany trends in congestion. Third, congastdurationwasused to show the severity of
congestion by segment during summerwinter months. Finally, yearly travel time reliability
wascalculated to measutke level ofconfidence thathetravelerwould arrive within an
acceptable travel time.

5.2 Top Congested Roadwaysn Interstate 80

The top congested segmeantsl-80 in Nebraskare thosehat experience congestion
throughout the year. The td congested roadwdists werecompled bydeterminingthe
segments with the most congestion and then identifying where the condpegjeonand ended
For our analysis, wimcluded only egmentswith alength greater than 0.3 miles.detailed
analysis for each segmemasconductedo determine when congesti occuredby month, day
of week and time of day. The top0Olist for each yeawasalso compared tthose ofotheryears
to determine trergin congestion along the segmenihe bp 10 most congesteskgment$rom
2013 through 2015 are shown in Appen@ix

5.2.1 Top 10nost congestedegmentsn 2016

The top10 mostcongested segmentsitebraska i016are shown irFigure 51. Compared
with 2013 and 2015, the top 10 most congested locationsgeerrallymuchmore congesteinh
2016, but lesdtanin 2014. Most segments wegensistent throughout year, excepting
February and March across weekdays lagtsveer8 pmand6 pm. The top segments were
located inthe Omaha and Lincoln areaA summary of each of the tdf locationsis included
below.
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Many 1-80 segmentappeared on thepd 0 listrepeately over the yearof the study
For example, a 1.4/iile-long segment at thaterchangevith L St. appeared on the list twice,
rankingin the top positiorior 2013 and 2014. Similar)y 2.5-mile-long segnentnear Exit 382
alsoappeared on the ligor both2013 and 2014. Seven segmeappeared on the list for more
than one yeabut their rank order changed over the yeane segmentsfd-80that appeared on
the topl0 list more than ondeom 2013 thragh 2016are listed in Table 5.The top 10
congested segmerus [-80 from 2013 through 201&e shown in Figure 5.2

Table 51 Interstate 8&egmentsappearing omhe top 10 list more than once
from 2013 through 2016

No. TMC segment Year (Rank) Intersection |Length of Segment
1 118+04546 2013 (1) 2014 (1) L ST|1.45
2 118N04552 2013 (2) 2014 (2) 2015 (7) 2016 (10)| 1-480/US75]|1.27
3 118+04549 2013 (3) 2014 (4) 2015 (2) 2016 (2) | S 72ND ST]0.33
4 118+04806 2013 (4)2014 (3) Exit 382| 2.5
5 11804549 2013 (5) 2014 (8) 2015 (3) 2016 (3) | S 72ND ST 0.39
6 11804550 2013 (6) 2014 (6) 2015 (1) 2016 (1) | S60TH ST 0.83
7 118+04548 2013 (7) 2014 (5) 2015 (4) 2016 (4) | S84TH ST| 1.2
8 118+04550 2013 (8) 2014 (72015 (9) 2016 (6) S 60TH ST]0.37
9 118P04547 2013 (10) 2014 (9) 2015 (10) 2016 (8 1-680|1.25
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Figure 5.2 Top 10 congested segmerms Interstate 8Grom 2013 through 2016
5.3 Comparison of Metro Congeston Duration

Most of the congestion experienced in Nebraska is within urban areiak have higher
volumes of traffic Given the varyingqrumbersof segments and roadway lengthatwere being
considered, @angestion per mile calculatiofer metro segmentsere usedo contrast
performancen different segments

The metro area segments were defined based on the last interchange when entering and
exiting the urbamrea. Three commuter corriddr®odge Street Omaha (L&, North Platte
(US-83), and NEIA Border (US275)were also includedh the analysis. Thdurations of
congesbn for each segment along the routereaddedio determine théotal number ohours
of congesbn. By dividing this value by the total route length, the average congestion per mile
was determiad. These values were calculated for each month for all metro areas across
Nebraska to ampare any trends in congestidnyearly comparison is also provided for the
years 2013 through 2016omparisons of metro congestion duration from 2013 through 2015
are shown in Appendix C.

5.3.1 Metro Congestion per Mile in 2016

The average amount of congestion per mile in 201én&dro areas across Nebraska is
shown in Figure 8. TheUS 275 NEIA border to Venice and US 6 Dodge Street Omaha
segmentsvere consistetly among the most congested metegmentscross the state.

An annual comparison ofie number of hours @longesbn by roadwayand selected
metro areaareshown in Figure5.4 and 5.5respectivelyTheUS 275 near NHA border to
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Venicesegmenexhibiteda consistenincreasen theamount of congestion per mile in 2015 and
2016.The congestion otheUS 6 Dodge Street Omaha antl29in Sioux City segments
significantly increased in 2014025, and 2016Thel-180 in Lincolnsegment exhibited
consistent amount of congestion per mile with slight incesas2014, 2015 and 2016. Each of
the remainingsegmentgl-80 Harrison St. to Omaha, LB North Platteand F690 lowa
border)exhibitedconsistent levels of congestion during the fieporting years.

Congestion Per Mile Per Month

DATE
January February March April May June July August September October November December
voar Route
. 2016 M | 80 Harrison St to Omaha
140 176 DENVER TO NORTH PLATEE
[ 180 KEARNEY TO GRAND ISLAND

120 180 NORTH PLATTE TO GOTHENBURG
W 1129 sI0UX CITY

1180 LINCOLN CITY
I 1480 OMAHA CITY

1680 lowa border to West Center Rd
1o M US 6 DODGE STREET OMAHA

US 83 NORTH PLATTE
M US 275 NE-IA BORDER TO VENICE

Congestion/Mil

10

0lII Lol bk bk GlEh bk bk okl bk akl bl L
Figure 5.3 Congesbn duration(hour9 per mile metro area compariso@616
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DATE
2013 2014 2015 2016

Route
M 1 80 Harrison 5t to Omaha

76 DENVER TO NORTH PLATEE
[ 180 KEARNEY TO GRAND ISLAND

80 NORTH PLATTE TO GOTHENBURG
W 1129 Sl0UX CITY

180 LINCOLN CITY

W 1480 OMAHA CITY
680 lowa border to West Center R

Il US 6 DODGE STREET OMAHA
US 83 NORTH PLATTE

[ Us 275 NE-IA BORDER TO VENICE

) ‘ ‘
o _ — . | . — l | o - . || . - .

Figure 54 Congesbn duration bour9 per mile metro area comparison by year

Route
Il 180 Harrison St to Omaha
176 DENVER TO NORTH PLATEE
[ 130 KEARNEY TO GRAND ISLAND
180 NORTH PLATTE TO GOTHENBURG
E 129 sioux aty
] 1180 LINCOLN CITY
[ 1480 OMAHA CITY N\
_ 1680 lowa border to West Center Rd b
[ us 6 DODGE STREET OMAHA
[T US 83 NORTH PLATTE
[l uS 275 NE-IA BORDER TO VENICE

Nebraska

——— ;--:,
S SN
- Jmaha
\ 2
— e —— 3 i
L] [~ r \ - .:

P

7 Li jcoln
— &

Figure 55 Selected metro routegth congestion

5.4 Congeston Duration on Interstate 80

In this sectionwe provide a detailed view of all segments aldimgl-80 corridor in

NebraskaCongesion duration fiourg wereused tadeterminghe severity of congestion by
segment alont+80. This allovedfor the locations with congestipas well as the extent of
where the congestion occead, to be quickly identifiedOnce identified, the locatiom®uldalso
be analyzed by yeamonth, dayweek or time of day.
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The congesvn durationfor thel-80 corridor from the Kimball to Omaha by direction of
travelis shown inFigure 56. The right side of thehartrepresergthe eastbood direction and
the leftsiderepreserdthe westband directionboth sides directly acro$som each other
represenng the same location alorig80. The scale along eachaxis is thenumber of hours of
congesbn. Each segment is color coded based on the number of hours of congestion by summer
(March, April, May, June, July, August, September, and October) and winter (November,
December, January, and February) months.

Interstate 80
.
WESTBOUND EASTBOUND " -
Winter
Date Date
2015 2014 2013 2013 2014 2015 2016
— -480/US-T5
— —
Omaha
1 1 1 Lincoln r
‘ r
> r 3
]
J — E-14/EXIT 332 = »
4 |
— NE-56G /EXIT 179 == !
1 1 4
)
)
e US 30/ NE-L-53 B e t
JEXITL i
400 4000 I 0 400 00 300400

(nours) Congestion (hours) Congestion (hours) Congestion (hours| ) Congestion (hours)

ourg for westbound and eastbound Interstatéen82013,
2014, 2015and 2016

58



5.4.1Eastbound

Congestion on-80 eastbound was limited to the Omaha, Lincobnd Julesburgreas:

fNeahme $SThtertcthmaoggh Omaha

Most congested year 2014 saw significant congestion.
Most congested month Peaked in May but significant from April through Novemb:t
Most congested day All weekdays with peak on Thursday

Most congested time of day 6 ami 9 am
TfNea80AN EBI2T chaa@apeough Lincoln

Most congested year 2014
Most congested month May
Most congested day All weekdays with peak on Wednesday

Most congested time of day 12ami 6 am

fNear-2 5E/ EXI-T614ABB8/IEXI Tcha@digent er

Most congested year 2016
Most congested month November
Most congested day All weekdays with peak on Friday

Most congested time of day 12ami 6 am

5.4.2Westbound

Congestion on-80 westbound was limited to the Omaha, Linc@nd near-76
interchanges

fNear S bAOTelrShaoggh Omaha

Most congested year 2016 saw significant congestion.
Most congested month Peaked in August but significant from Apttirough January
Most congested day All weekdays with peak on Wednesday

Most congested time of day 3pm1 6 pm

fNear6 USXI TnB@6thrmrogeh Lincoln

Most congested year 2015
Most congested month February
Most congested day All weekdays with peak on Sunday

Most congested time of day 12ami 6 am

fNear-5®G/ EXIi hthieinigher ougRI| &bt & h

Most congested year 2013
Most congested month February and August
Most congested day All weekdays with peak on Sunday

Most congested time of day 12ami 6 am
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5.5 Speed Performance for Interstate 80

One limitationwith usng congesbn durationis the limited ability to evaluate additional
speed thresholds lower than 45 mph without a-taeeted tool. One solutiomasto develop
speed performance chattmtallowedfor the severity ofhe congestion to be evaluated by
observing the percégge of time speedsgerewithin 10-mph birs from 0 to 75+ mph.

Similar to congesbn duration each segment is evaluated based on the number of
minutes speeds are within a speed bgingreaktime data from the probe data source. Each
segment vaed in the amount of data thatasprovided in reatime. To account for this, the
number of minutes in each speed Wiasdivided by the totahumber ofminutesof reattime
speeddatafor that segmeniThis allowedfor the data to be plotted @nchartrunningfrom 0O to
100%to see what percentage of time speedsewithin a defined range.

The speed performance alokf0in the eastbound and westbound diredi@shown in
Figures 5.7 and5.8, respectivelySimilar tothe graph of the number of hoursocoingesbn, the
[-80 corridor through Nebraska is represented along with a reference bar along the left showing
the nearest state routes. Each column of the chart represents a separgtemanétows for
comparisons to be made. Each speed bin issepted by a separate color with IeMgpeeds
represented byed and higher speedspresented by dagdeeen. The scale along theaxis
identifieswhat percentage dhereattime data is within the designated b8peed performance
datafor 1-80 for 2013through 2015 are shown in Appendix C.

As shown in Figures 5.7 and 5.Betseverity of congestion significantly increcisear
theOmaha and Lincoln areén 2014, 2015and 2016asindicatedby the larger percentage of
slower speeds. No other significant changes in speed were identified-&0ng
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Interstate 80 Eastbound

Month

January February March April May June July August September October November December

— 1-480/US-75 ——

Omaha

Lincoln

[ N E-14/EXIT 332

= MNE-56G / EXIT 179—

8
=
&
&
a

JEXIT1

g
0% s 00

D
3 0% 100%)

v
3 % 100

v
3 % 100%)

v
3 sr% 100%|

v
0% 5% 100%)

3 S 100%| 3 S 100%|

0% % 100

0% S 100 o

Il 0-24mph M 1524 mph M 2524 mph 25-44 mph 45-54mph M s5-64mph M 5574 mph M 75+ moh

Figure 5.7 Interstate 80 EBpeed percentage 2016
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Interstate 80 Westbound

Menth

W 0-14mph M 1524 mph M 2524 mph 3544 mph 45-54mph M 5564 mph M 5574 mph W 75+ mph

Figure 5.8 Interstate 80 WBpeed percentage 2016
5.6 Travel Time Reliability for Interstate 80
5.6.1 YearlyTravel Time Reliability

Drivers across Nebraska expect to hieve delays ando be abledrive a similar route
with little or no change in their travel time. Travel time reliability is an important performance
measure that is used to meadlire i wcenfiden@e thatheywill arrive within an acceptabl
travel time. In thigeport, the perceageincrease in typical travel timgasused to measure the
increase in travel time that would be needed for 95% of trips to arrive on time. To compare this
reliability between other routes withi differentlengtts, the increase for 95 confidencen
travel timewasdivided by the averageavel time todetermineghe percentage of additional
travel time needed.

Interstate 80 was divided into eight resitthrough Omahgrom Chalco td/Naverly,
through Lincoln from Lincolnto York, from York to Kearney, from Kearney to North Platte,
from North Platte to Chappehnd from Lodge Pole tine NEi WY border. The travel time
represents the time it took to travel all the segments through eachAftetehe travel time
through each route was calculated every minute using the-pesdael speed tiathe average
and 9% percentileof travel times were calculated. TheQ8ercentile travel time was
determinedor the entire year for theorningandeveningpeakperiods during weekdays. This
allowed for the reliabilityof the travel timdo be anajzed during the more heavily congested
hoursof day.
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Both directions of travefor 1-80 aredisplayedin the charts of Figure 5.9he center
banner identifies the route along th&erstatevhere the reliabilityvasmeasured. Thdifferent
coloredbars represent thdifferenttimes of dayduring whichthe reliability was measured and a
comparisorfor the years from 201%hrough2016.The percerggeincreassin typical travel
times along-80 are displayedBoth directions ofie NEi WY bordersegmat experienced an
increase in typical travel timfieom 2013through2016.Percentage increasetnavel time
reliability wasfairly low from York to North Platte and rema&dconsistent during all time
periads. The segmentrdém Waverly to Lincolrexperienced a significant increase in the typical
travel timefrom 2013through2016.

Interstate 80

Southbound/Westbound Morthbound/Eastbound

2013 Legend
B

AM Peak

2014 W PM Peak

2016 2016

100 90 80 70 60 50 40 30 20 10 0 o 10 20 30 40 50 60 70 80 90 100

Percent increase in typical travel time (%) Percent increase in typical travel time (%)

Figure 59 Percemgeincrease in typical travel time on Interstate 80

5.7 Conclusion

In this chapterwereported how wexplored performance monitoring and historical
trend analysisrom INRIX datausing different measures f680 in NebraskaFirst, we
identified the tofd0 congested roadwaysy determining whiclsegmentfiadthe most
congestion and then the beginning and of where the congestion occurre also includeda
detailed analysisf when congestion occwd by month, day of weeland time of dayNext, we
presentedhe congestion per mile calculations that were used to determine metro area congestion
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per mie, which supportd comparingperformance given the varyimgimberand lengthof
roadwaysegmentshatwe investigatedThese values were calculated for each month for all

metro areas across Nebraska to compangestiortrends.A yearly comparisoffior years 2013
through 2016vasalso providedThird, wereported orhow congesbn durationwasused to

show the severity of congestion by segment ale®@ Each segmentascolor coded based on

the number of hours of congestion by summer and winter months. Once identified, the locations
can also be analyzed by year, montbek,day, or time of dayNext, we presened howthe

severity of congestiooouldbe evaluated by obseng the percentage of time speedse

within a 18mph bin from 0 to 75+ mphrinally, wedescribed how wdivided|-80into eight

sections to calculate the change in travel time reliability from 2013 to 2016.
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6. Conclusions and Recommendations
6.2 Summary and Conclusions

Traffic monitoring using widearea probesourced data is growing as a viable means of
comprehensive traffic monitoring without a large investment in deploying physical assets in
right-of-ways and its associated costs and mainteadnodenRealtime and archived probe
data streams have many ugaevided the abovenentioned considerations have been
addressed. Redime probe data is useful for traffic operations and safety management activities
such as travel time estimation and incident management.

Fortravel time estimation, redime probe data streams can serve as a good data source
for calculaing anddisplayng travel times on message signs on major freeways and highways.
However, t is important to know how some of the challengessliscussedn Chapter4, may
affect this travel time estimatioit.was very complicated and not very efficient using point
ba®d detection modefsr incident managementil the emergence of widarea probe data
streaming. Incident management activitiesgich as detecting the back of a quevere
previouslynearly impossible. This problehas now beesimplified through theuse of probe
data stream Probe data are being usadowa and Indian#or a reaftime applicationwhich
allows for theidentificationof locations experiencing queuing in an effort to eliminate fmdek
gueue crashes.

In this study wefocused on several specific locations in the state of Nebraska to evaluate
the reliability of INRIX data by comparintpatdatawith datafrom PVR sensors using selected
performance measures.summay of the study appeais Table 6.1

Table 61 Summary of performance measures used in the study

Performance Measures Comments
Congestion detection latenc| This measure of delay between two time series datasetased to measure the differerine
detection oftarttimes of a congestioperiodbetweeniNRIX andPVR sensorsThe average
latencycalculated in this studwas4.97 minutes.
Count of congestions Number of congestiorthatweredetected by both INRIX segments and PVR sensors with
latencies lower than 20 minutégsingthe congestion detection algorithm, 44 cortgess
were detected by both INRIX and PVR datasets for all selected ATRs for all days.

Congesbn durations Two scenarios for comparing INRIX and PVR datasets in terms of congesteddreur
considered
fScenario 1: total tthsepleerd o®ff lkawths sfed
mp h .
fScenario XAurcestndpatséadtoedd by both | NRI
with detection | atency | ower than 2(

The o scenariosvere comparetbr two time periods;1 dayand 3 weels. Scenario 1
showed INRIXduration ofcongesbn hour ten@dto belongerthanfor PVR becausdor
some ATRs, INRIX repoedspeed close to 45 mph or even less for most of the time. Als
lack of sufficient confidene score 30 (regime) datanegatively affectethis situation. Using
scenario 2, we obtained reliable results for compdtiegwo datasets.

Buffer time index BTl wascalculated by subtracting the 85th percentil@ ©PM (travel time per mile) from
the TTPM mediarand then dividing that result by tid@PM median. ltwascalculatedor 1-
week and3-weekperiods Due to low variation of INRIXdatg BTI for PVR is almost always
greaterthanthat forINRIX. In summary, INRIX did not perform reliabyl for calculatingthe
BTI.

Reliability curve Calculated as thewverse of speed uftiplied by 60 wasconsidered a§TPM in minutes.
Exceptfor some locations, INRIX performance was acceptable in terms of reliability cur
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Archived probe data is useful for general transportation asset performance assessment
and planningArchived datacanbe used to build models to understand the performance of such
assetsespecially for low volume and low speed roadways wheretima& opeational activities
cannot be performed due to high speed bias and lateAatesnprehensive analysis of
performance monitoring and historical trend analysis using different measul€0feegments
in Nebraska was also performiecthis study Almost al top 10 congested segmerftom 2013
through 2016vere located near Omaha and Lincoiml-80.

Observations:

T I'n 20Is3, smegme rbtist ¢ btnlgye r clomwreeeacof s dur i ng
September ,aodo©Ost able& daly smma& pm.

T I'n contrast 10nos20 X3d,ngtelidnetdo@robc antaurc@EnN s
conges Medtmeaxthsi bohsitotngretshtri coutg hyoeaf y oemx cept
May throug@ltr O 50 Wwelkd&ktdvdeyemmdn gamide t wee eanm
and am.

T In contrast to 2100 3mantd dnlgeexshttdiode slteampat | on s
congestion in 2015. |Monsgte rs ehgomegesanso Nsoavve nsbleirg
and Deaemmbhers sweldktdveyem@mm&@ p m.

T Finally, 2®12%oand azl@®l 5mm stth ec otnogpexshtiebdi tl eodc ama r
congeisnt i200n1 6 biugt0 1l4e.s sMosaxnsiegonesit dthegretst i on
t hroutghyemat , i @Eebeptar y ,amrdo sV r vedbeektdvleyepnma n d
angl pm.

The average amount of congestion per midscalculated across metro areas in
Nebraska from 2013 through 2016. Three commuter corddDiedge Street Omaha (L&,
North Platte (US33), and NH IA Border (US275) were also includeth the analysis.

Observations:

T US 275 hveelaA borderextho bYereidise 6t ecackneg eisnt i on p
mile in 2015 and 2016.

T The congestion on US -62i9®idadexsytgme dti c@mda h &
increased ,and2@046.2015

f -1 8i0bhi nceaxxlhn Bi tedsi stent amount of congesti ¢
i ncrseas4g02a6m8 2016.

T Each of the r-80nalHainmigs oo uBS.s Nodr t dmePDEA,t t &S
| owa border) experiencedrcogstbheehbulevebps

Theduration ofcongesbn wascalculated to show the severity of congestion by summer
andwinter months anddy direction for all segments alonige 1-80 corridor in Nebraska from
2013 through 2016.

Observations:

T Congest-8®asbhound wase I|OmaihtaerddLt Jwua celardns r g
20 1s4i gni fnigceaswt socne xme tohLle &dht er thmaoggh Omaha,
peiakign May but significant fronwAmpmhmeakt hr ou
on Thuyarnsdd anywestt ieGeyeaama@d am. i A0 56, cowgesexhoinbi t e

66



nethNeE2 5B/ EX| -7 6alrmd/Sl 38/ EXI| Td k@1 g g@enegh
November, sal bhpheel kadpayRr intoasyt ilePe rmm@l a m.
1T Congest-8asbdohound waarse aDsnalawldidn dml nt BAled near
76 nter.dR®drigde si gni f iwaasn te xdne bbhSa stdi Tokh ST
i nterchbmalbe, npe akugust but significant fror
we e ksiva afhe ak on §eaddeseatyWBeyemmal gm0 ltSher e
wasi gnificanttbobgeEeEXt ToBebehnoggh Limgol n,
in Februar gwi tahslopnewaske khdl @y ,b ea naie2enna re@t | alymm.
20 lcilongewas oenxme hhNdER2 @ G/ EXIli htke7T haoggh North
Pl at tienignpdé&a&lbr uary andswAughwsephe, akaahrtid weeKtdlay
bet wleZze rmm& a m.

Theseverity of congestiowasevaluated by observing the percentage of time speeds
werewithin 20-mph birs from 0 to 75+ mph iboththe eastbound and westbound directidn
2014, 2015and 2016the severity of congestion significantly incredsearthe Omaha and
Lincoln area, as shown by the larger percentage of slower speeds. No other significant changes
in speed were identified alohe30.

TheNEI WY bordersegmengexhibitedan increase in typical travel tinfieom 2013
through 2016n both directios. The travel time reliabilityvaslow from York to North Platte
and remaiadconsistent during all time periods. From Waverly to Lincoln a significant increase
in typical travel timewas evidenfrom 2013through2016.

6.2 Recommendations

Ultimately, wide-area probe data offers a wide array of opportunities for the
transportation industry. With connected vels@ad sophistication of personal and commercial
technologiesn the futurethese innovative data streamsich can also provide user feedback
are going to continue tofluence and support innovatienthin the transportation industrwe
offer the followng recommendatiornts agenciesonsidering the use of a probe data stistam
support traffic operations management and decision making

1 Most transportation agencies define road segments basglihearreferencing
systemTo easily associate probe data with other sigaificlata sourcesuch as
weather and crash data, agencies must conflate the probe data segmentation to the
linearreferencing system

1 The length of segments for which probe data are available varies gieat\0.5
miles to about 8 miles. Agencies must examine whether the space granularity of probe
data is sufficient for the intended application. For incident tieteapplications, high
space granularity may lead to false alarms. Segments with shorter lengths should be
excluded. On the other hand, for work zone performance assessment, high space
granularity is preferred for estimating measures such as queue |@otgihdelays, etc.

9 Agencies should arrange work with probe data vendors toward identifying,
communicating, and ultimately automatically detecting lane configuration changes to

vendors.
fln tegeaemsgrodphi,c | NRU Xr ehgpaes bieretne resytad-tueag ean d c
i nt ersshtoavtghsat | NRI X is reliable for al most
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Moreover, this study showethdeahya & thiabhRL X i s
espediuaplawlour s.

fRegarding i1 ncildNeRltX diest ercetliioanbl e f or merel vy
especially rewhenmiintg odneptregsaitstoimpent s al most a
i nformation related to the congestion.

fThere wil/l always be a bias between traffi
bechmarked sensors. sSpeiedebi adetdeceicohy uaf
estimation, calculating performanaadmeasur

ot her-reft at eddtmeiass virnepso.r t ant ttohiannfdeuresntcand
tdhse biases and how to correct for them.
1 Travel time estimation and incident detection applications should be developed based
completely on realime data. Substitutions with historical data are not accurate and
therefore not advised. In areas with limited probe penetraoagency could augment
probe data with infrastructtmounted sensors.
1 Agencies should note that there is almost alwaysea tielay in probéased streaming
data. Compared to loop detectors and radar sensors, latency increasesaunosy
roadways and especially when trafsanoving at lower speeds. Thus, for time
sensitive applications, it is important to know the possiahge of expectedtencies
and plan appropriatelynowever sensorsare very costly and not applicable for many
places. Thus, for locations without other data providers, detecting congestion with
latency by INRIX is better than not detectihgt all.
1 Internal TMC segments with lengstiess than 0.5 miles should also be excluitech
traffic performance evaluatisn
1 In this era ofbig data, all transportation agencies and state DOTs must be able to handle
ahuge volume of data. Apache Hadoop, Apache &id Apache Spafl66] are high
levelopers our ce fAbi g ditzatalbowfortheandiwisofiidgige®s pr obe d
streans.

Many differenttests, analyss, and experiments have been left for the future due to lack
of sufficient dataBecausehis studywasfocusedmainly on freeways, future workhould be
focused oradeeper analysis of arterials and urban areas. This would be possible by deploying
more infrastructure sensors on both freeways and artekiadgher main pointhatshould be
taken into consideration is tlhengthof time thatdatais colleced In the bst case scenarior
this study the longestime periodavailable data for each sensor was almost a month. By
increasing it to a year or more, it would be possible to measure the performance of probe data
versus local senseover a longer period of time.
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Appendix A: Total PVR Data Available for All ATRs

The @ble below shows each ATR, its direction, #mettotal number of days in each
monthfor which datavereprovided byNDOT. To evaluae the reliability of PVR dataa
compaisonwas madevith datacollectedby traiers (Wavetronix data). In chapter@mulative
distribution function (CDFjvas used irrigure 3.3to illustratethe differencesin speed detected
between PVR and Wavetronix sensdirsvas expected thaihetwo CDF linesfor PVR and
Wavetronix sensadatafor each locationvould nearly overlap each othélowever it is
obvious from kgure 3.3 that site§N, 6S, 19E, 19W, 32W, 39S, 61E, and &bBweddifferent
traffic speed performance. Thus, these locations were exdratedurther analysisThe data
from theseATRs areshownin red in thetable.

Table A.1 Total PVR data available for all ATRs

Number of Days
ATR Dir Oct Nov Dec Feb Mar Apr Total

2 E 7 14 2 6 29
2 w 7 14 2 6 29
6 N 24 2 26
6 S 24 2 26
19 E 7 14 2 6 29
19 W 7 14 2 6 29
20 E 7 14 2 6 29
20 w 7 14 2 6 29
31 E 7 14 2 6 29
31 w 6 14 2 6 28
32 E 7 14 2 6 29
32 W 7 14 2 6 29
38 E 7 14 2 6 29
38 w 7 14 2 6 29
39 N 7 14 2 6 - 29
39 S 7 14 2 6 29
40 N 9 21 30
40 S 9 21 30
43 E 7 14 2 6 29
43 w 7 14 2 6 29
46 N 7 14 2 6 9 21 59
46 S 7 14 2 6 9 21 59
54 E 7 14 2 6 29
54 W 7 14 2 6 29
56 E 21 29
56 W 21 29
61 E 24 2 6 32
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32

29
29
33
33

24
14
14
14
14

61

64
64
65
65
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Appendix B. Errors Associated withTraffic Speed Reported Using Only Reallime Data
for Some Sites

Figure B1 is continationof Figure 4.4illustrating the erors associated witreattime
traffic speed datéor the siteghatwere not shown in Figure 4.4.
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Figure B.1 Errors associated with traffic speed reported using onlytireal data for some sites
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Appendix C. Top 10 Most Congestedsegments Metro Congestionper Mile, and Speeal
Performance for Interstate 80in 2013 2014, and2015

Top 10 Most Congestedsegmentdn 2013

The top10 most congested segments in 2013 are shown in F@ardll of the
segments were located in the Omaha and Lincolrs.ax#ae ofthe ten locations were in
Omahathe other top congested segment was near Lincoln. Most segemaitigedslightly
higher congested hours during September and October across weekdags\eetd3 pmand6
pm.A summary of each of the top ten locationsiacludedbelow.

Lincolnsiist | h ‘

& X

Figure C.1Top 10 cohgested segments in 2013
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Top 10 Most Congestedsegmentsn 2014

In contrast to 2013, the tdf® most congested locations were much higher in 2014. Nine
of the ten locations were in Omalaad heremainingsegment was near Linco{eee Figure
C.2). Most segmentsexhibitedconsistentongestiorthroughout year, excefiar May through
October across weekdays dmetweer8 pmand6 pmand6 amand9 am.A summary of each of
the top ten locabins arancludedbelow.
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Sy 62
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Figure C.2 Top 10 congested segments in 2014
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12AME=GAM  EAMEoSAM  9AMte3PM  3PMto6PM  6PMto 12 AM

|-80 Omaha EB |NE -- IA STATE BORDER| 0.67 miles

Annual number
of hours of
congestion

84 hours

10

Highest monthly
and weekday
total hours of

congestion

May to October with consistent acros
entire week, except Saturday

Longest
congestion
duration by time
of day

3 pmto 6 pm

Distribution of
times of
congestion

1ZAMte6AM  GAMEoSAM  SAMto3PM  3PMto6PM  6PMto 12 AM
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Top 10 Most Congestedsegmentsn 2015

In contrast to 2013 and 2014, the fidpmost congested locatioeshibitedless
congestion in 2015. Most segmehtsla slightly highernumber of hours adongesions in
November and Decemhercross weekdaandfrom 3 pm to 6 pm. The top0 segments were
located inthe Omaha and Lincoln aregsed-igureC.3). A summary of each of the top ten
locations arencludedbelow.

Omalkia Council Bluffs

5 Lincoln

Figure C.3 Top 10 congested locations in 2015
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1-80 Omaha WB |S 60TH ST] 0.83 miles

S e leeh
Fed

Grover-Si

[-80 Omaha EB|S 72ND ST] 0.33 miles

Annual number of
hours of
congestion

Increased progressively from 253 hou
in 2014

Highest monthly
and weekday total
hours of
congestion

Consistent by month and entire
weekdays

Longest
congestion
duration by time of|
day

3 pmto 6 pm

Distribution of
times of
congestion

Distribution
a

I
1ZAMtoGAM  GAMEto3AM  SAMto3PM  3PMta6PM  6PMtolZ AN

Annual number of
hours of
congestion

Increased progressively from 94 hours i
2014

ena Ave

Nina St

Highest monthly
and weekday total

Throughout the year with a high in
December at 35 hours, primarily on

hours of Thursday
congestion
Longest
congestion Primarily between 6 am to 9 am, peak
duration by time of from 3 pm to 6 pm with 123 hours
day

Distribution of
times of
congestion

Distribution

a
o

a

1ZAMTOBAM GAMtoSAM  SAMte3PM  3PMta6PM  6PMtalz AM
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I-80 Omaha WB |S 72ND ST] 0.39 miles

£
D
Lt A St ©
o
w B PRIz B St
——— -— MU —
CcC St

I-80 Omaha WB |S 84TH ST] 1.2 miles

b

Annual number of
hours of
congestion

Increased progressively from 143 hou
in 2014

Highest monthly
and weekday total
hours of
congestion

Throughout year with a high in
December, consistent across weekda

Longest
congestion
duration by time of
day

3pmto 6 pm

Distribution of
times of
congestion

Distribution
a o
oo

e
=

1ZAMte6AM  EAMEe3AM  SAMto3PM  3PMto6PM  6PMto 12 AM

Annual number of
hoursof
congestion

Increased progressively from 72 hour
in 2014

Highest monthly
and weekday total
hours of
congestion

Consistent by month and entire week
except August and weekends

Longest
congestion
duration by time of
day

6 am to 9 am and 3 pm topén

Distribution of
times of
congestion

e
)

Distribution
a

12AMto6AM  EAMEs3AM  SAMto3PM  3PMto6PM &P tol2 AM
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I-80 Near Lincoln WB |US - 6/EXIT 396| 0.59 miles

1-80 Omaha WB |S 42ND ST] 0.859 mile

Annual number of
hours of
congestion

142 hours

Highest monthly
and weekday total
hours of
congestion

High in February andonsistent across
entire week

Longest
congestion
duration by time of|
day

12 amto 6 am and 6 pm to 12 am

Distribution of
times of
congestion

10

on
o7
§ 06
fos
50.4

0.3

01

0.0
12AMEoGAM  GAMToSAM  9AMTO3IPM  IPMtoGPM  6PMTo1ZAM

Annual number of
hours of
congestion

137hours

Highest monthly
and weekday total
hours of
congestion

Throughout year and across weekday
except April

Longest
congestion
duration by time of
day

6 amto9amand 6 pmto 12 am

Distribution of
times of
congestion

1ZAMTOGAM  GAMoSAM  SAMto3PM  3PMta6PM  6PMtalz AM
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1-80 Omaha WB |I-480/US75]| 1.27 miles

o~

Arbor 51325 n R S
- > P VN &
bOld St % W w0 T
t >y » o~ b5
= o B
© ® 3
L~ =
o~ a 3
~ " e
7] [
= |
Vintop St

Df'lfm.]" AvE

34th St

S 171h S4

Annual number of
hours of
congestion

Decreased from 134 hours in 2014

Highest monthly
and weekday total
hours of
congestion

February, August and September wit
consistent across entire week

Longest
congestion
duration by time of|
day

6 pmto 12 am and 12 am to 6 am

[-80 Omaha WB |I-480/US75]0.39 mile

Distribution of
times of
congestion

10
08

08

07
506
205
S04

0.3

01

0.0
12AMTOBAM  GAMtoSAM  9AMto3PM  3PMtoGPM  6PMtalz AM

th St

Annual number of
hours of
congestion

134 hours

Highest monthly
and weekday total

June through February with a high in Ju

hours of at 28 hours, consistent across entire we
congestion

Longest
congestion 12 amto 6 am

duration by time of

day

Distribution of
times of
congestion

Distribution
e o B 8
b B oo

e
4

e o
e b

1ZAMTOGAM  GAMoSAM  SAMto3PM  3PMta6PM  6PMtalz AM
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[-80 Omaha WB |S 60TH ST] 0.37 miles

Annual number of
hours of Slight increase from past two years
congestion
Highest monthly
and weekday totall September through June with a high i
hours of October at 20 hourscross weekdays
congestion

S 6

e == e = Longest
C. . ’ congestion
duration by time of
day

6 amto 9 amand 3 pmto 6 pm

Distribution of
times of
congestion

Distribution

o ©
=

1ZAMTOGAM GAMtoSAM  SAMto3PM  3PMta6PM  6PMtalz AM

[-80 Omaha EB |I-680] 1.25 miles

Annual number of
hours of Slight increasérom past two years
congestion
Highest monthly
and weekday total Throughout the year with a high in
hours of October at 23 hours, across entire we|
congestion

Longest
congestion
duration by time of|
day

6 amto 9 am

Distribution of
times of
congestion

12AMte6AM  EAMEoSAM  GAMto3PM  3PMto6PM  6PM to 12 AM
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Metro Congestion per Mile in 2013

The average amount of congestion per mile in 201&&iro areas across Nebraska is
shown in FigureC.4. US 275 NEIA border to Venice and US 6 Dodge Street Omaha were
consistently among the most congested metro routes across the state.

Congestion Per Mile Per Month

DATE
January February March April May June July August September October November December
150
Year Route
2013 M | 80 Harrison St to Omaha
a0 176 DENVER TO NORTH PLATEE
I 180 KEARNEY TO GRAND ISLAND
120 180 NORTH PLATTE TO GOTHENBURG
M 1129 s10UX CITY
1180 LINCOLN CITY
120 [ 1480 OMAHA CITY
1680 lowa border to West Center Rd
1o Ml US 6 DODGE STREET OMAHA.
US 83 NORTH PLATTE
M US 275 NE-IA BORDER TO VENICE
100
20
2 g
s
&
&
£ 70
S
0
E
a0
20
20
10
o IR DEL WL L _LLL .k 1. In I | | I N MY S N |

Figure C.4 Comparison of the number of hours ohgesit;n perfmilein metro areg, 2013
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Metro Congestion per Mile in 2014

The average amount of congestion per mile in 201kdro areas across Nebraska is
shown in FigureC.5. US 275 NEIA border to Venice and US 6 Dodge Street Omaha were
consistently among the most congested metro routessatmstate. A noticeabiecreasan
congestion iseen for 4180 near Lincolduring June, July, August, Septemlserd October.

Congestion Per Mile Per Month

DATE
January February March April May June July August September October November December
Route
I 1 80 Harrison St to Omaha

176 DENVER TO NORTH PLATEE
[ 130 KEARNEY TO GRAND ISLAND
120 180 NORTH PLATTE TO GOTHENBURG

M 1129 s10UX CITY
1180 LINCOLN CITY

120 [ 1480 OMAHA CITY

Year
140 2014

1680 lowa border to West Center Rd
110 [ US 6 DODGE STREET OMAHA
US 83 NORTH PLATTE
[ US 275 NE-IA BORDER TO VENICE
100
90
=
< 80
S
)
&
5 70
S
60
50
40
30
20
10
oL -I - ,I n | | -I | | | II m .l n II S | m -I m -I S | |

ALk i
Figure C.5 Comparison of the number of hours of congestion per mile in metro a0dass,
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Metro Congestion per Mile in 2015

The average amount of congestion per mile in 2015fdro areas across Nebraska is
shown in FigureC.6. US 275 NEIA border to Venice and US 6 Dodge Street Omaha were
consistently among the most congested metro routes across the state.

Congestion Per Mile Per Month

DATE
January February March April May June July August September October November December
Route
M | 80 Harrison St to Omaha

176 DENVER TO NORTH PLATEE
[ 180 KEARNEY T GRAND ISLAND
130 180 NORTH PLATTE TO GOTHENBURG

W 1129 s1I0UX CITY

Year
140 2015

1180 LINCOLN CITY
120 I 1480 OMAHA CITY
1680 lowa border to West Center Rd
110 [ US 6 DODGE STREET OMAHA
[l US 83 NORTH PLATTE
[ Us 275 NE-1A BORDER TO VENICE
100
90
s
< =0
S
)
<
g 70
S
60
50
a0
30
20
10
0w -I-ll-_l-- N AN _Il - IR - -I-- -I_l I-l II-I. III

Figure C.6 Comparison of the number of hours of congestion per mile in metro a0dds,
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SpeedPerformance for Interstate 80

The speed performance alokf0in the eastbound and westbound direditor 2013,
2014 and 2015 is shown kigures C.7 through C12.

Interstate 80 Eastbound

JeaTL

c
H
M
g
=
7
]
T

[l 0-14 mph W 15-24mph M 25-3d mph 35-44 mph 45.54 mph W 55-64 mph M 55-74 mph W 75+ mph

Figure C.7 Interstate 80 EB Speed Percentage in 2013

Interstate 80 Westbound

Month

N

M 0-14moh M 1524 mph M 2534 mph 35-44mph 45-54mph M 5564 mph M 65-74mph M 75+ moh

Figure C.8 Interstate 80 WB Speed Percentage in 2013
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Interstate 80 Eastbound

Meonth

Omaha
Lincoln

——NE-14/EXIT 332——

— NE-56G /EXIT 179—

— US-30/NE-1-53 B—|
JEXITL

e ostn woowfen sn womfer sx mowfow st oowfen  stn nowlex sw womfr s wowfox st coowfr  sow woomfen  sm eomfen  sw wowfex stw roowl

I 0-14 mph M 15-24mph M 25-24mph 35-44mph 45-54mph M 55-64mph M 6574 mph M 75+ mph

Figure C.9 Interstate 80 EB Speed Percentage in 2014

Figure C.10 InterstateBO WB Speed Percentage in 2014

99






